
US009258765B1 

(12) United States Patent (10) Patent No.: US 9.258,765 B1 
daCosta (45) Date of Patent: *Feb. 9, 2016 

(54) CHIRP NETWORKS (56) References Cited 

(71) Applicant: Francis daCosta, Santa Clara, CA (US) U.S. PATENT DOCUMENTS 

(72) Inventor: Francis daCosta, Santa Clara, CA (US) 5,226,045 A 7/1993 Chuang......................... 370,332 
(73) Assignee: Dynamic Mesh Networks, Inc., Santa 5,428,636 A * 6/1995 Meier ........................... 375/132 

Clara, CA (US) (Continued) 
- Primary Examiner — Peter Cheng c 

(*) Notice: Subject to any disclaimer, the term of this (74) Attorney, Agent, or Firm — Cherskov Flaynik & Gurda, 
patent is extended or adjusted under 35 LLC 
U.S.C. 154(b) by 0 days. (57) ABSTRACT 
This patent is Subject to a terminal dis- A wire-less/Wired mesh network is described, using a multi 
lai slot modular mesh node to house diverse transceiver elements 
Ca10. (e.g. IR, Wi-Fi, Powerline). A radio agnostic tree based mesh 

(21) Appl. No.: 14/269,014 network is formed, based on what type of wire-less links are 
formed on the uplink and downlink of the backhaul and what 

(22) Filed: May 2, 2014 type of radios etc are used for the Access Points AP, see FIG. 
17,23. 
In addition to servicing IP based clients (e.g. Wi-Fi, WiMax, 

Related U.S. Application Data Bluetooth), the modular mesh nodes APs may also serve as 
receivers/collectors for low cost chirp devices. These devices 

(63) Continuation-in-part of application No. 13,541,446, are not “agile’ and therefore contentious. APs, servicing 
filed on Jul. 3, 2012, and a continuation-in-part of these devices, alleviate potential contention by multiple 
application No. 12/696,947, filed on Jan. 29, 2010, means including: sending out a “incoming CTS, efficient 
now Pat. No. 8,520.691, which is a delivery through container based schedulable bus deliveries, 

(Continued s and its reverse (moving chirp transmission times to be sequential). 
Multiple approaches for “pollen” to reach the intended 

(51) Int. Cl. “flower in a timely manner are described. The method of 
H04H2O/7 (2008.01) transport is standard IP based packets yet security is inherent 
HO4W 48/12 (2009.01) in this pollen-flower based system: only mesh nodes are privy 

Continued to the routing tables that indicate that packet addresses are not 
(Continued) IP. Multiple options to further obfuscate packet flow are pre 

(52) U.S. Cl. sented. 
CPC ............... H04 W48/12 (2013.01); H04L 41/12 A multi-agent based approach driving business process flow 

(2013.01); H04L 45/04 (2013.01); H04 W8/005 is described. Such agents can also provide specialized mesh 
(2013.01); network routing e.g. navigation agents for chirp devices. 

(Continued) Tree based routing and logical radio abstractions are revis 
ited. 

(58) Field of Classification Search An organic approach to providing category/class based form 
CPC ..... H04L 12/2858; HO4L 12/46; HO4L 12/66; 

H04L 41/12: HO4L 45/02: HO4L 45/04; 
H04W 8/005; H04W 40/24: H04W 40/246; 
H04W 40/248; H04W 84/005; H04W 84/02; 
H04W 84/18: H04W 84/20: H04W 84/22: 

H04W 92/04; H04W 92/045 
USPC ................. 370/312,315, 321, 328, 327, 340, 

370/389–390, 400 401, 445. 448, 537 
See application file for complete search history. 

of data type identification is proposed, to efficiently match 
publishers and subscribers, based on the type of data being 
sought. A private, secure and natively Publish/Subscribe 
M2M community is engendered at the edge. It has loosely, 
dynamic and ad hoc couplings to big data servers, also oper 
ating on their own private exchange/marketplace, using a real 
time publish/subscribe infrastructure with content categories 
used as part of pollen identification. 

2 Claims, 67 Drawing Sheets 

To Ethernetik 

s 

  



US 9.258,765 B1 
Page 2 

(60) 

(51) 

Related U.S. Application Data 
continuation-in-part of application No. 11/084.330, 
filed on Mar. 17, 2005, now abandoned, which is a 
continuation-in-part of application No. 10/434,948, 
filed on May 8, 2003, now Pat. No. 7,420,952, said 
application No. 14/269,014 is a continuation of appli 
cation No. 12/352,457, filed on Jan. 12, 2009, now Pat. 
No. 8,477,762, which is a continuation-in-part of 
application No. 1 1/266,884, filed on Nov. 4, 2005, now 
Pat. No. 7,583,648, said application No. 14/269,014 is 
a continuation of application No. 13/571,294, filed on 
Aug. 9, 2012, and a continuation-in-part of application 
No. 13/764,008, filed on Feb. 11, 2013, which is a 
continuation-in-part of application No. 13/627,883, 
filed on Sep. 26, 2012, now Pat. No. 8,923,186, said 
application No. 14/269,014 is a continuation-in-part of 
application No. 12/625,365, filed on Nov. 24, 2009, 
now Pat. No. 8,514,852. 

Provisional application No. 61/148,803, filed on Jan. 
30, 2009, provisional application No. 61/117,502, 
filed on Nov. 24, 2008. 

Int. C. 
H04740/02 (2009.01) 
H04784/18 (2009.01) 
H04L 2/75 (2013.01) 
H04740/24 (2009.01) 
H04784/00 (2009.01) 
H04L 2/24 (2006.01) 
HD4784/22 (2009.01) 
H0478/00 (2009.01) 
HO4W 84/O2 (2009.01) 
HO4L 12/28 (2006.01) 
HO4L 12/751 (2013.01) 

(52) 

(56) 

HO4W 92/04 (2009.01) 
H04L 12/66 (2006.01) 
HO4W 84/20 (2009.01) 
H04L 12/46 (2006.01) 
U.S. C. 
CPC .............. H04 W40/02 (2013.01); H04W 40/24 

(2013.01); H04W 40/246 (2013.01); H04W 
40/248 (2013.01); H04W 84/005 (2013.01); 

H04W 84/18 (2013.01); H04W 84/22 
(2013.01); H04L 12/2858 (2013.01); H04L 

12/46 (2013.01); H04L 12/66 (2013.01); H04L 
45/02 (2013.01); H04W 84/02 (2013.01); H04W 
84/20 (2013.01); H04W 92/04 (2013.01); H04W 

92/045 (2013.01) 

References Cited 

U.S. PATENT DOCUMENTS 

6,567,383 B1* 5/2003 Bohnke ......................... 370,280 
7,420,952 B2 9, 2008 daCosta 
7,500,004 B1* 3/2009 Homer .......................... TO9,228 
7,583,648 B2 9, 2009 daCosta 
7,649,852 B2 1/2010 Thubert et al. 
7,738.402 B2 6, 2010 Feldman et al. 
7,835.265 B2 * 1 1/2010 Wang et al. ................... 370,216 

2002/01 18682 A1* 8, 2002 Choe ........................ 370,395.31 
2002.0137459 A1 9, 2002 Elbata et al. 
2002fO191573 A1* 12/2002 Whitehill et al. ............. 370,338 
2003. O115282 A1 6/2003 Rose 
2004/0042435 A1 3/2004 Soomro et al. ................ 370,338 
2004/0095900 A1* 5/2004 Siegel ........................... 370,328 
2004/0100929 A1* 5, 2004 Garcia-Luna-Aceves .... 370,338 
2006/01 19508 A1* 6, 2006 Miller ...................... 342,357.17 
2007/0183346 A1* 8, 2007 Thubert et al. ................ 370,254 
2009/0304381 Al 12/2009 Muppidi et al. 

* cited by examiner 



US 9.258,765 B1 Sheet 1 of 67 Feb. 9, 2016 U.S. Patent 

sississsss 

O'I = SdOH unu Ine?X|Deg OG = qnd?6nOJ?} |ne?xpeg 

  



US 9.258,765 B1 Sheet 2 of 67 Feb. 9, 2016 U.S. Patent 

Z ?unfil 

HSBW OIQV8-Z TWO [5)OT 

  





US 9.258,765 B1 Sheet 4 of 67 Feb. 9, 2016 U.S. Patent 

  

  



US 9.258,765 B1 Sheet 5 of 67 Feb. 9, 2016 U.S. Patent 

  

  



U.S. Patent Feb. 9, 2016 Sheet 6 of 67 US 9.258,765 B1 

al 

g 
c 
d 

X ag 
2 
s 

s 
C 
res 
c 
SD 

k 
c 
C 
-- 
I 
o 

  



US 9.258,765 B1 Sheet 7 of 67 Feb. 9, 2016 U.S. Patent 

  



U.S. Patent Feb. 9, 2016 Sheet 8 of 67 US 9.258,765 B1 

  

    

  

  



U.S. Patent Feb. 9, 2016 Sheet 9 of 67 US 9.258,765 B1 

  



US 9.258,765 B1 

{}{}{}{} }, 

U.S. Patent 

  

  

  



II ?un614 

US 9.258,765 B1 U.S. Patent 

  

  

  

  



|3N?}}H_13 ? ? ? ? 

US 9.258,765 B1 Sheet 12 of 67 

| NÍOd SS-HOOV/ 

Feb. 9, 2016 

0 | 0 

U.S. Patent 

  

  

  

  

  

  

  



US 9.258,765 B1 Sheet 13 of 67 Feb. 9, 2016 U.S. Patent 

  



U.S. Patent Feb. 9, 2016 Sheet 14 of 67 US 9.258,765 B1 

  



U.S. Patent Feb. 9, 2016 Sheet 15 Of 67 US 9.258,765 B1 

3: 

x. 

s 

  



U.S. Patent Feb. 9, 2016 Sheet 16 of 67 US 9.258,765 B1 

s 

  



US 9.258,765 B1 Sheet 17 Of 67 Feb. 9, 2016 U.S. Patent 

  

  

  

  

  

  

  



US 9.258,765 B1 Sheet 18 of 67 Feb. 9, 2016 U.S. Patent 

  





US 9.258,765 B1 U.S. Patent 

  

  



US 9.258,765 B1 Sheet 21 of 67 Feb. 9, 2016 U.S. Patent 

IZ ?un614 

  

  

  



U.S. Patent Feb. 9, 2016 Sheet 22 of 67 US 9.258,765 B1 

MM AMM 6A7AW 

  

  

  







US 9.258,765 B1 Sheet 25 Of 67 Feb. 9, 2016 U.S. Patent 

GZ ?unfil 

?O?AuÐS e?eG pue ?O?OA ??euedÐS 

  



US 9.258,765 B1 Sheet 26 of 67 Feb. 9, 2016 U.S. Patent 

  



US 9.258,765 B1 Sheet 27 Of 67 Feb. 9, 2016 

60S (3A-13S d'IS 

U.S. Patent 

  



US 9.258,765 B1 Sheet 28 of 67 Feb. 9, 2016 U.S. Patent 

[************¿. 
|---- --------…U 

  

  





US 9.258,765 B1 U.S. Patent 

  

  



US 9.258,765 B1 Sheet 31 of 67 Feb. 9, 2016 U.S. Patent 

§§§§§§§ 

  

  

    

  

  

  

  

  



U.S. Patent Feb. 9, 2016 Sheet 32 of 67 US 9.258,765 B1 

  



U.S. Patent Feb. 9, 2016 Sheet 33 of 67 US 9.258,765 B1 

  



U.S. Patent Feb. 9, 2016 Sheet 34 of 67 US 9.258,765 B1 

5. 

s 

S 

S. 
É ael 

ca 

  



US 9.258,765 B1 Sheet 35 of 67 Feb. 9, 2016 U.S. Patent 

ZZG9 

  



U.S. Patent Feb. 9, 2016 Sheet 36 of 67 US 9.258,765 B1 

: 

s 

  



US 9.258,765 B1 Sheet 37 Of 67 Feb. 9, 2016 U.S. Patent 

90/91 70/19 Z019 

xulup I 

  



US 9.258,765 B1 

0989 

U.S. Patent 

  

  

  

  



U.S. Patent Feb. 9, 2016 Sheet 39 Of 67 US 9.258,765 B1 

  



US 9.258,765 B1 Sheet 40 of 67 Feb. 9, 2016 U.S. Patent 

  



I?y aun61-3 

US 9.258,765 B1 Sheet 41 of 67 Feb. 9, 2016 U.S. Patent 

  

  

  



U.S. Patent Feb. 9, 2016 Sheet 42 of 67 US 9.258,765 B1 

3:33 
  



US 9.258,765 B1 Sheet 43 of 67 Feb. 9, 2016 U.S. Patent 

  

  





US 9.258,765 B1 Sheet 45 of 67 Feb. 9, 2016 U.S. Patent 

(ss. uaeuu:?) awa?u pøsdela {}S{ { { { {}----«? -- {}{} · {}{} · {} 

*************************** 

sdo A 

  

  



US 9.258,765 B1 Sheet 46 of 67 Feb. 9, 2016 U.S. Patent 

  



US 9.258,765 B1 

99 / 1709/170Z/37 

U.S. Patent 

  







US 9.258,765 B1 U.S. Patent 

  

  

  

  



US 9.258,765 B1 Sheet 51. Of 67 Feb. 9, 2016 U.S. Patent 

  



US 9.258,765 B1 U.S. Patent 

  

  

  

  

    

  

  

  



US 9.258,765 B1 Sheet 53 of 67 Feb. 9, 2016 U.S. Patent 

  

  

  

    

  

  





US 9.258,765 B1 Sheet 55 of 67 Feb. 9, 2016 U.S. Patent 

GG ?un614 
  



US 9.258,765 B1 Sheet 56 of 67 Feb. 9, 2016 U.S. Patent 

9G ?un61-3 

  

  

  

  





US 9.258,765 B1 Sheet 58 Of 67 Feb. 9, 2016 U.S. Patent 

  

  

  

  



6G ?un614 

US 9.258,765 B1 Sheet 59 of 67 Feb. 9, 2016 U.S. Patent 

a?euedes uo page 1634u! 
  



US 9.258,765 B1 Sheet 60 of 67 Feb. 9, 2016 U.S. Patent 

  

  

  

  

  

  

  



US 9.258,765 B1 Sheet 61 of 67 Feb. 9, 2016 U.S. Patent 

  



US 9.258,765 B1 Sheet 62 of 67 Feb. 9, 2016 U.S. Patent 

dosuas punoS 

  





US 9.258,765 B1 Sheet 64 of 67 Feb. 9, 2016 U.S. Patent 

  

  

  

  



? 

US 9.258,765 B1 Sheet 65 of 67 Feb. 9, 2016 U.S. Patent 

  

  



99 ?un61-3 

US 9.258,765 B1 Sheet 66 of 67 Feb. 9, 2016 U.S. Patent 

  



Z9 3 Infil-3 

?? 
US 9.258,765 B1 Sheet 67 of 67 Feb. 9, 2016 U.S. Patent 

  



US 9,258,765 B1 
1. 

CHRP NETWORKS 

CROSS REFERENCES 

The instant application claims priority as a continuation in 
part of U.S. Utility application Ser. No. 13/764,008, filed on 
Feb. 11, 2013, which in turn claimed priority as a continuation 
in part of U.S. Utility application Ser. No. 13/627,883, filed 
on Sep. 26, 2012, patented as U.S. Pat. No. 8,923,186 on Dec. 
30, 2014. 

U.S. Utility application Ser. No. 13/764,008 also claimed 
priority as a Non-Provisional of Provisional U.S. Patent 
Application Ser. No. 61/615,802, filed on Mar. 26, 2012, and 
Provisional U.S. Patent Application Ser. No. 61/621,926, 
filed on Apr. 9, 2012, the contents of which are hereby incor 
porated by reference. 
The instant application claims priority as a continuation in 

part of U.S. patent application Ser. No. 13/571,294, filed on 
Aug. 9, 2012, the contents of which are hereby incorporated 
by reference. 

The instant application claims priority as a continuation in 
part of U.S. application Ser. No. 13/541.446 filed on Jul. 3, 
2012, which in turn claimed priority as a non-provisional of 
U.S. Provisional Application No. 61/555,400 filed on Nov. 3, 
2011, the contents of which are hereby incorporated by ref 
CCC. 

The instant application claims priority as a continuation in 
part of U.S. patent application Ser. No. 12/696,947, filed on 
Jan. 29, 2010, patented as U.S. Pat. No. 8,520,691 on Aug. 27, 
2013, which in turn claimed priority as a non-provisional of 
U.S. application Ser. No. 61/148,803 filed on Jan. 30, 2009, 
and also as a continuation in part of the U.S. Utility applica 
tion Ser. No. 11/084,330 filed Mar. 17, 2005, currently aban 
doned which in turn is a continuation-in-part of U.S. Utility 
application Ser. No. 10/434,948, filed on May 8, 2003, pat 
ented as U.S. Pat. No. 7,420,952 on Sep. 2, 2008, the contents 
of which are hereby incorporated by reference, including 
Appendix A. 
The instant application further claims priority as a continu 

ation in part of U.S. Utility application Ser. No. 12/352.457, 
filed on Jan. 12, 2009, patented as U.S. Pat. No. 8,477,762 on 
Jul. 2, 2013, which in turn claimed priority to U.S. application 
Ser. No. 1 1/266,884, filed on Nov. 4, 2005, and issued as U.S. 
Pat. No. 7,583,648 on Sep. 1, 2009, the contents of which are 
hereby incorporated by reference. 

The instant application further claims priority as a continu 
ation in part of U.S. Utility application Ser. No. 12/625,365, 
filed on Nov. 24, 2009, patented as U.S. Pat. No. 8,514,852 on 
Aug. 20, 2013, which in turn claimed priority to U.S. appli 
cation 61/117,502, filed on Nov. 24, 2008, which are hereby 
incorporated by reference. 

FIELD OF THE INVENTION 

This invention relates to the field of computer networks and 
machine communications and, more particularly to a network 
system and method for facilitating large scale messaging 
emanating from the edge of the network e.g. sensors and 
actuators that interface with the dynamics of the physical 
world and each other, through terse messaging (chirps). 
Small data publishers near the edge, condition the databased 
on subscriber interests 

BACKGROUND OF THE INVENTION 

Over the next decade, most devices connected to the Inter 
net or other global network will not be used by people in the 
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2 
familiar way that personal computers, tablets and Smart 
phones are. Billions of interconnected devices will be moni 
toring the environment, structures, transportation systems, 
factories, farms, forests, utilities, Soil and weather conditions, 
oceans and resources. Many of these sensors and actuators 
will be networked into autonomous sets, with much of the 
information being exchanged machine-to-machine directly 
and without human involvement 

Machine-to-machine communications are typically terse. 
Most sensors and actuators will report or act upon Small 
pieces of information "chirps.” Burdening these devices 
with current network protocol stacks is inefficient, unneces 
sary and unduly increases their cost of ownership. 
The architecture of the Internet of Things necessarily 

entails a widely distributed topology incorporating simpler 
chirp protocols towards at the edges of the network. Interme 
diate network elements perform information propagation, 
manage broadcasts, and provide protocol translation. Another 
class of devices house integrator functions providing higher 
level analysis, for both near-edge analytics and broader-Scope 
analysis. Small chirp data will feed “big data' systems. 
The propagation of pollen and the interaction of Social 

insects are relevant to the emerging architecture of the Inter 
net of Things described in the instant application. Pollen is 
lightweight by nature, to improve its reach. It is inherently 
secure, only the receiver can decode its message. Nature's 
design is very different from today's traditional large packet 
and sender-oriented network traffic. 

This application describes reasons why we must rethink 
current approaches to the Internet of Things. Appropriate 
architectures are described that will coexist with existing 
incumbent networking protocols. An architecture comprised 
of integrator functions, propagator nodes, and end devices, 
along with their interactions, is explored. Example applica 
tions are used to illustrate concepts and draw on lessons 
learned from Nature. 

SUMMARY OF THE INVENTION 

This invention addresses multiple embodiments of the 
logical 2 radio approach depicted in FIG. 4 provides solutions 
that address a variety of networking applications. These 
embodiments are shown in FIGS. 5, 6, 7, 8,9. Extensions to 
Support Voice and video in mission critical public safety net 
works are described in FIGS. 10, 11, 12. This invention also 
addresses how combining the logical radio embodiments may 
be dynamically reconfigured in the field and on the fly—to 
Support both infrastructure style mesh networks and conven 
tional ad hoc mesh networks. These Hybrid mesh networks 
for military and public safety applications are discussed and 
shown in FIGS. 13, 14, 15. Implementation specifics and 
Architecture abstractions are addressed in FIGS. 16 through 
21. FIGS. 22 through 23 extend the logical 2 radio approach 
to include Chirp devices, bridging over to the IP side using 
propagators, Propogators are depicted in FIGS. 56 through 
63. Organically grown, (not central standardization commit 
tee based) chirp protocols is introduced, see FIG. 64. Its 
relevance to localized Zones at the network edge is explored. 
These edge chirp mesh network extensively use methods 
taught in referenced applications notably: 
a) Aggregation, FIGS. 12 and 24 through 26, 
b) Distributed DHCP address generation, FIGS. 27 through 
29, 
c) Generation of compiled rule based directives specifically 
for embedded systems, see FIGS. 30 through 31 
d) Timing the transmission times based on Collaborative 
Scheduling, see FIGS. 65 through 67 
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e) Methods of coexisting within the same wireless medium as 
IP devices using RTS/CTS/NAV 

BRIEF DESCRIPTION OF DRAWINGS 

In order to more fully describe embodiments of the present 
invention, reference is made to the accompanying drawings. 
These drawings are not to be considered limitations in the 
scope of the invention, but are merely illustrative. 

FIG. 1 illustrates how the network topology is changed by 
selecting a different backhaul in a two-radio system, with one 
link to the backhaul AP and the other link servicing the child 
AP. It depicts four network topologies. Each of the four net 
work topologies provides a different set of performance in 
terms of latency and throughput. The mesh control Software 
adjusts the latency and throughput parameters to meet Voice/ 
Video or data performance requirements in terms of latency 
and bandwidth. 

FIG. 2 contrasts the conventional "Dual Radio' mesh with 
the Logical Two-Radio Mesh. On the LHS of FIG. 2, 2 radios 
labeled 010 and 020 provide client connectivity and ad hoc 
mesh backhaul functionality, respectively. All the meshback 
haul radios (020) are on the same channel depicted by the 
clouds of coverage of the same color (030). There are all part 
of the same sub-network. In contrast, on the RHS of FIG. 2, 
the same radio (025) provides service to clients and also 
backhaul functionality but operates in different sub domains 
depicted by different color clouds of coverage (035). The 
LHS resembles a “hub’, the RHS a “switch'. Hubs are not 
scalable. 

FIG.3 compares the two step process of a single radio relay 
to a two-radio relay. On the left side. (010) a single radio relay 
is shown. Every packet received has to be re-transmitted on 
the same radio. Thus the bandwidth with every hop in a single 
radio mesh network is reduced by approximately 50%. After 
three hops, the Bandwidth would be /8 of what is available at 
the Ethernet backhaul. On the RHS (020) a two-radio back 
haul is shown, where packets received on one radio are re 
transmitted on another radio operating on a non-interfering 
channel. Now there is no bandwidth reduction with every hop 
and bandwidth is preserved with every hop. Two radio mesh 
backhauls are thus scalable while single radio backhauls are 
not. 

FIG. 4 shows how the structure of two-radio multiple hop 
mesh network where each two radio unit services a Basic 
Service Set (BSS) by configuring one of the two radios to 
serve as an AP to its clients. Clients may include the second 
radio of another two radio system, with this radio configured 
to run in station mode, providing the backhaulpath back to the 
Ethernet link. In the insert, the uplink radio (labeled 010) 
connects to the parent mesh node while the downlink radio 
(labeled 020) acts like an Access Point to client radios, includ 
ing other mesh nodes that connect to it through their uplink 
radio. Note that all service radios (020) operate on different 
non-interfering channels, depicted by different color ovals. 

FIG. 5 shows the similarities between FIG. 4 and a wired 
switch stack with the same chain of connectivity 040-050 
060. Both have the same tree-like structure and up link and 
down link connections. In both cases the units (040,050,060) 
operate on a distinct Sub domain. 

FIG. 6 illustrates one embodiment of the two logical-radio 
approach with three physical radios. Two radios constitute 
logically one radio of the two logical radio concept, while the 
third physical radio serves clients as the second radio of the 
two logical radio concept. By eliminating the sharing of 
physical radios for both backhaul and client services, the 
backhaul bandwidth has improved and also reduced the 
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4 
dependency to use the same type of radios for the backhaul 
and the client. In the insert, the uplink radio (labeled 010) 
connects to the parent mesh node while the downlink radio 
(labeled 020) connects to the uplink radio of child mesh 
nodes. The service radio (labeled 030) act as Access Points to 
client radios shown as triangles. One such is labeled 040. 
Note that all service radios (030) operate on different non 
interfering channels, depicted by different color ovals. 

FIG. 7 illustrates another embodiment of the two logical 
radio approach but with five physical radios. The uplink and 
downlink radios (shown as one radio FIG. 6) are split into two 
radios, in this embodiment, with each responsible for one 
direction of traffic. Bandwidth is doubled and latency halved, 
since traffic in the opposing direction now has its own channel 
or logical “lane'. Thus, the radio labeled 010 in FIG. 6 is now 
radios 012 and 010. Similarly, the radio marked 020 in FIG. 6 
is now split into radios labeled 022 and 020. The radio pairs 
012-010 and 022-020 provide the same functionality as the 
radios labeled 010 and 020 in FIG. 6 but with twice the 
bandwidth and approximately half the latency. 

FIG. 8 is an extension of the five-radio embodiment shown 
in FIG. 7. In FIG. 7, there is one service radio to service both 
Voice and data customers. However Voice and data traffic has 
different performance requirements. By having different 
Access Point radios service the voice and data clients, the 
contention between Voice and data packets attempting to gain 
access to the same medium is reduced. Also, with different 
radios servicing the data and Voice clients, the Voice and data 
packets can now be treated differently. The Access Point 
radios servicing the Voice clients could therefore be operating 
in TDMA (time division multiple access) mode while the AP 
radio servicing the data clients operates in CSMA (Collision 
Sense Multiple Access) mode. The two radios (032) and (034) 
thus provide different functionality. VoIP devices such as 
phones connect to the former, data devices such as laptops to 
the latter. 

FIG. 9 is a five-radio extension of the three-radio configu 
ration shown in FIG. 6 but with more dedicated service radios 
operating on different frequencies for different types of client 
radios. 

FIG. 10 shows the maximum VOIP bandwidth available 
per client, using 802.11 radios, as the number of clients 
increase. This is the size of the packet that each client can send 
every 20 ms. As the number of clients increase the size of the 
packet—and the associated Voice quality—drops dramati 
cally. In one embodiment, to achieve 64 Kbps Voice quality, a 
802.11b radio can support around 25 clients. 

FIG. 11 shows the maximum VOIP bandwidth available 
per client, using 802.11a radios, as the number of clients 
increase. This is the size of the packet that each client can send 
every 20 ms. As the number of clients increase the size of the 
packet—and the associated Voice quality—drops dramati 
cally. In one embodiment, to maintain 64 Kbps Voice quality, 
an 802.11a radio can support around 55 clients. 

FIG. 12 shows extensions developed and implemented in 
the mesh network stack to provide an efficient backhaul for 
Voice. The Small Voice packets are concatenated into larger 
packets and sent (as one packet) at regular intervals to the 
backhaul radios. At each mesh node Voice packets intended 
for that destination are removed and the rest sent back (as one 
large packet). 

Salient portions include the Packet classifier (labeled 010) 
that recognizes voice packets based on size and regularity of 
transmissions, the VOIP concatenation engine (labeled 020) 
that “containerizes' Small Voice packets into a larger "con 
tainer packet for more efficient transportation, Real time 
extensions (labeled 030) to the Linux kernel enable the sys 
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tem to provide near real time performance regarding sending 
and receiving the latency sensitive VOIP container packets 
through the network—regardless of what the Operating Sys 
tem is doing at the time. 

FIG. 13 shows the concept of a “Hybrid Mesh network” 
where 2 radio systems provide two types of service. In one 
case, they are part of an infrastructure mesh as shown by the 
2-radio mesh node labeled 010. In another embodiment, the 
same node may be dynamically reconfigured to support ad 
hoc peer-to-peer connectivity. The node labeled 020 (marked 
as E8) has two radios. One is intended for client radio con 
nection to infrastructure mesh nodes—see the radio labeled 
030 on the unit marked E9. The other provides a peer-to-peer 
mesh capability, as shown by radio labeled 040. Depending 
on the needs of the network, the 2-radio units are dynamically 
re-configured to Support either need, infrastructure mesh 
(010) or backhaul support to ad hoc mesh (020). Labels 050 
and 060 designate connected and broken ad hoc mesh links. 

FIG. 14 is an application of the Hybrid Mesh concept to a 
Public Safety embodiment. The node labeled 010 is a Station 
ary node on top of a light pole, in this embodiment. A mobile 
embodiment shown as labeled 020 is entering the building 
(arrow) such as when carried by firefighters. These mobile 
units are also called “breadcrumb' routers. The Mobile Mesh 
nodes provide connectivity to two-radio portable units worn 
by the firefighters in this picture. All firefighters are thus 
connected to themselves through a peer-to-peer mesh net 
work shown as a thin line. They are also connected to the 
Infrastructure mesh backhaul through one or more connect 
points. This ensures redundancy in network connectivity. The 
broken link (labeled 060, FIG. 13) is avoided. 

FIG. 15 is an application of the Hybrid Mesh concept 
related to a Battle Force Protection embodiment. 

FIG. 16 depicts an embodiment using mesh nodes which 
feature four radio slots used in the modular mesh framework 
of FIG. 17. There are two slots for radio cards on the front and 
back. Up to four radios 010 are thus supported on a single 
embedded systems board. The radio card antenna connec 
tions 030 are included for four radios. Two Ethernet ports 020 
provide wired access to provision wired uplink and wired 
service access. 

FIG. 17 indicates the modular mesh framework, whereby a 
four slot board, as shown in FIG. 16, may be configured to 
provide different functionalities: Two radio Backhaul (BH) 
010; three radios BH--AP 020; four Radio with BHAP and 
Scanner 030; four radio with Full Duplex (FD) using a 
coupled two radio BH 040. Further, since the modular mesh 
framework always forms a tree, these nodes are part of a 
switch hierarchy, as shown in FIG. 5. 

FIG. 18 depicts how the installation software is tagged to 
both the radios and board characteristics. It shows a serial line 
connected to load the boot loader program, after which the 
Ethernet port is used to complete the software installation and 
branding process. Compiling the install program on the board 
it is intended to run on performs this function, thus creating a 
unique software image. 

FIG. 19 is a screen dump of the Flash Deployment software 
developed and implemented to ensure that Software generated 
for the install of this board cannot be used by another mesh 
node. When the software installation process begins, the soft 
ware is compiled on the board it is intended for and the 
compilation process is unique since it is based on a number of 
unique factors. The software is generated on the board that it 
is intended to run on to ensure that the Software image 
cannot be used to run on another board, thus preventing both 
Software privacy and dissuading theft of the mesh nodes. 
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6 
FIG. 20 shows that the Mesh Control Software sits above 

the Media Access Control (MAC) of the radio. As such it is 
radio and protocol agnostic, in one embodiment. 

FIG. 21 shows how channel interference is dynamically 
managed in the logical two-radio system. 

FIGS. 22 and 23 introduce an embodiment bridging across 
diverse wireless medium using the example of an N-Logical 
wireless medium bridge, referred to as the “nightlight' In one 
embodiment, the nightlight serves as both range extender and 
intermediary between device “chirps' and more conven 
tional, IP based, communication devices and protocols. 

FIG. 24 shows the synchronization of multiple voice 
devices accessing the same wireless medium with a focus on 
the time for bulk receipt of packets that are shared among the 
separate devices. 

FIG. 25 shows a voice device talking to a dedicated voice 
radio and data devices taking to a data radio, with one phone 
2501, capable of taking to both 2502 and 2503 in one embodi 
ment. The night light embodiment 2504 manages both voice 
and data transceivers, in the depicted embodiment. 

FIG. 26. depicts the dynamic collaboration tree for an 
exemplary Supply chain application. 

FIG. 27 shows an isolated mobile network cluster and 
communication within it using VOIP phones. 

FIG. 28 through 29 describes an embodiment wherein 
isolated network clusters may converge with distributed 
DHCP services and inherent conflict resolution using ran 
domized Sub net address ranges. 
FIG.30 through 31 depict the process of generating an OS 

less image for secure Small footprint devices and an exem 
plary graphical programming environment for simple sen 
sory devices, in one embodiment. 

FIGS. 32 and 33 depict device repeaters and range extend 
ers. Conceptually these devices are similar to clients, such as 
the soldiers shown in FIG. 15. They provide blind repeating 
and therefore range extension for remote devices. They also 
serve as a redundant path, similar to FIG. 13 but employing a 
single physical radio. Thus, in chirp language, they are birds 
that repeat and relay a bird song in string of pearl configura 
tions. 

FIG. 34 through 36 depict representative IP based “light” 
or low payload packets that may be used to transport chirp 
data over a IP based network. 802.11 packets are used as 
examples. Chirp data is encapsulated in Such packets for 
onward transmissions, in unicast, multicast or broadcast 
modes, in search of flower/agents/tunes/subscribers inter 
ested in the chirp/pollen. In one embodiment, chirp devices 
use Such innocuous frames to transport payload—only chirp 
aware routers know how to recognize them as chirp packets 
and process their (secure) routing to appropriate agents 
accordingly. 
FIG.37 through 38 map the equivalent slots/ports of wired 

and wireless switch equivalents as shown in FIGS. 4 and 5. 
FIG. 39 shows how logical radio modes, Uplink (U), 

Downlink (D), Scanner (S), Access Point for Service (A) map 
to physical transceivers in single radio and multi radio mesh 
node embodiments. The joining of tree branches 3950 to tree 
trunks 3960 is aided by common routers 3952. 

FIG. 40 is a simulation of a representative prior art mesh 
routing algorithm and its comparison to tree based routing of 
FIG. 4. The thicker blue lines in FIG. 40, 4040 denote the 
minimal spanning tree. Note the dashed lines have to be 
additionally recomputed for each node in prior art mesh rout 
ing. Performance deteriorates exponentially as O(n) where 
n is the number of mesh members. 

FIGS. 41 and 42 depict a switch equivalent of logical radios 
operating in both wired and wireless mediums/channels, 
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using Logical Radios Uplink (U), Downlink (D), Scanner (S) 
and O(n) routing. The logical radio Switching module (insert) 
is introduced. 

FIG. 43 is a schematic of how the abstraction layers for 
logical radios may themselves be combined to create more 5 
complex abstractions. 4320 refers to two abstractions AP 
(also in FIGS. 12, 17). The “bridge' is a combined logical 
radio abstraction, similar to the Uplink and Downlink (U+D) 
backhaul, FIG. 17, but bridging over disparate frequencies 
and protocols. 10 

FIG. 44 shows the bridging function (as described in FIG. 
43). Mobile node 4455 switches from “blue' 5.8 Gbackhaul 
to a "pink 2.4 G backhaul. The sub tree beginning with 
mobile node 4457 is thus operating on a non-interfering chan 
nel/frequency/protocol. The static counterpart is 4460. 15 

FIG. 45 depicts a “string of pearls’ configuration of static 
mesh nodes. A mobile mesh node, traveling at 60 mph makes 
temporary connections with each node in the string. Switch 
ing from node to another is seamless and unbroken, as noted 
by the video output below. Note that this is raw video and did 20 
not include the efficiency enhancements described in prior 
application Ser. No. 12/625,365. The process is repeated with 
single radios embodiments, using logical radios. Bandwidth 
degraded along the String of pearls, as expected, but video 
output was still jitter free and unbroken, due to proactive Scan 25 
Control, FIG. 12, Logical Radio abstractions and the benefits 
of O(n), tree based routing. 

FIG.46 is reprinted from Ser. No. 1 1/434,948 (FIG. 10). It 
depicts the dependency of latency sensitive traffic to the net 
work tree topology, specifically, the number of siblings in Sub 30 
trees along the route to the destination node/parent/root. 

FIG.47 depicts the use of a reserved time slot for transmit 
ting bulked, latency sensitive data, in accordance with the 
protocol explained in Ser. No. 1 1/266,884, whereby clients 
remain silent during transmission in this time slot. The time 35 
slot allocations may be fixed or variable. In one embodiment 
it is dynamically managed by Collaborative Scheduling, 
61/555,400 

FIG. 48 depicts broadcasts/streams restricted to a region. 
The region may be defined by geography, membership and 40 
mesh topology e.g. restrict the number of hops or Sub trees. 
Further, the region may include directions: up/down or a set of 
turn by turn directions. An example of regional streams may 
include a section of the home, where only siblings of a Sub 
tree need Note that backhaul bandwidth is not affected out- 45 
side stipulated regions. Restricted broadcasting improves 
overall network health. 

FIG. 49 is effectively the reverse of FIG. 48 and is global: 
e.g. not restricted. Tree based topologies favor global broad 
casts. Streams from the root are always downwards. While 50 
streams from nodes may be either, they are typically upwards. 
The majority of devices populate the edge of the network and 
their pollen is typically upward bound, necessitating bulking, 
exception handling and deterministic time mail delivery 
along the route. 55 

FIG. 50 depicts the Stream Reader, an agent authorized to 
peer into network router transmission and receiving packet 
queues, prior to their onward transmission through the net 
work. Like Post office sorters, they identify and sort packets 
for scheduled deliveries, prune dead letters, duplicate mes- 60 
sages etc. They also provide decoded outputs for Stream 
viewers, a custom GUI for the data. Stream readers may also 
forward output to other readers, mail boxes or messaging 
systems. 

FIG. 51 depicts a circuit diagram of Stream Readers and 65 
their associated Stream Viewers, wired together to provide a 
capability, in this case “feeding a section of the composite 

8 
view ports 5190. The composite view port is back drivable 
since its connection may be to real or historical data. 

FIG. 52 depicts the adapters and API interface components 
that provide an extensible, open library of stream reader and 
viewers. This enables the rapid prototyping of custom circuits 
to provide specialized competencies. The view port additions 
enable human participation in managing the network health. 
This includes, through adaptor view ports, all assets of the 
network and their health. 

FIGS. 53 and 54 depict the published interfaces for the 
Network Manager Streams API and the Heart Beat Entity 
relationships, respectively. Together, they enable speedy 
viewport development. 

FIG. 55 depicts an embodiment of methods outlined in 
FIGS. 47 through 54. 

FIG. 56 compares contemporary thin client, single control 
loop architecture to a dual control loop, with a membrane 
separating the two control loops but, through the chirp to IP 
bridge/membrane, there is bidirectional, pruned and selective 
traffic, based on collaborative scheduling of bus schedules in 
both directions. Note that the two control loops are working 
on their own frequencies but neither is waiting on the other, 
see also FIG. 46. This predicates the need for a 'hub', e.g. 
Propagator. They also serve as bridges between the upper 
control loop, IP based and lower, tighter (low latency/isoch 
ronous) control loops preferably in more efficient chirp pro 
tocols. Note that the overhead of converting raw, machine 
specific raw data to a more palatable device abstracted format 
(e.g. Small data) is performed within the cloud in the single 
control loop model in one case, and delegated to propagators 
in the other. Further, the lower control loop, between propa 
gators and devices can be low latency/isochronous while the 
upper control loop can focus on more infrequent high level 
tasks: performance tracking, exception handling system 
updates (event based, low latency), routine hourly reports 
(periodic) etc. 

FIGS. 59, 60 depict a publish/subscribe exchange/market 
Supporting multiple devices and integrators each operating in 
their own private communities/but also part of the same logi 
cal exchange 

FIG. 57 through 58 depicts a burgeoning market place 
“exchange', where the confluence of multiple sources ofterse 
but potentially rich content streams, often in organic proto 
cols occurs at propagator trees. The root node serves as the 
Chirp to IP bridge/membrane. Small data is progressively 
refined and pruned, in proactive manner, as data moves 
upstream, like salmon upstream. Chirp packets no longer 
needed are discarded along the way, thus managing content 
relevance. Since chirps are category based, the protocol han 
dlers (on both sides of the membrane) are logically part of the 
same publish Subscribe bus system, with buses operating at 
different schedules. The distributed system manages the bus 
schedules to ensure control loops at all levels are operating 
without disruption. An Analogy would be nation wide bus 
services involving both greyhound and county run bus ser 
vices collaborating on bus schedules to minimize overall 
delay, based on current traffic Supply/demand. 

FIG.59 is a example of a small “exchange' of multiple data 
streams, operating on different, non interfering wire-less 
media. The “vital signs’ Integrator is fed exception and peri 
odic, non urgent pruned data from the propagator. The 
exchange between device and integrator is managed by hav 
ing two segmented control loops, maintained by the propa 
gator. 

FIG. 60 is an example of a proactive control system, oper 
ating on the confluence of both local and external data pub 
lishers. The propagator, with appropriate transceivers, picks 
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up multiple sensor streams, from a grid of diverse sensor 
types. Local Integrators/Agents residing in the propagator, 
can quick discern patterns and overall state of a large area— 
since Small data is being generated and shared across a local 
mesh network, see FIGS. 57 through 58. Local data streams 
are consolidated to provide a composite view of the region of 
interest. This feeds a second control systems where big data 
publishers provide a more global perspective. Thus, weather 
forecasts predicting rain, can cause the cloud server to direct 
the propagator network to direct which section of the corn 
field need additional local irrigation. 

FIG. 61 depicts the simple circuitry needed to mass manu 
facture very low cost, low footprint, light “pollen’ generators. 

FIG. 62 depicts a first layer, rudimentary Small data gen 
erator, where sensor fusion/consensus generates early warn 
ing signals with fewer false positives. The propagator and first 
layer integrator may be bundled as one device, servicing both 
single and multi-sensor Subscribers in the local meshed net 
work and beyond. 

FIG. 63 depicts a four leaf clover like propagator, with 4 
independent transceivers, 90 degrees rotated from each other. 
The 4 transceivers may be logically assigned uplink, down 
link and scanner functionality, based on where the clients and 
relay node parents are located and the current network routing 
priorities. The transceivers may be dynamically and logically 
reassigned as the network topology changes or as clients 
migrate into and out of the network. Note that, as other 4 port 
devices depicted in this application, there is only one uplink 
per the 4 leaf clover design it is scalable O(n) tree architec 
ture. One layer is shown—overlays of such devices cover 
different wireless transmission media (e.g. Infrared LEDS for 
Chirp and Bluetooth for IP networking) A stack of such four 
leaf transceivers than thus service both Chirp and IP clients, 
including other propagators. Since routing is lineage based, 
siblings are easily recognized. Ability to see siblings provides 
fail over redundancy with minimal change to routing tables. 
This engenders stable, healthy networks. 

FIG. 64 depicts a category classification based approach to 
publishing M2M data. The Marker Pointer tells the router/ 
propagator/agent where to look for the type of Pattern being 
used. Thus Marker patterns located at Byte 6, would be part of 
the 6.X. . . family. A 4 bit Marker pattern value of 15 would 
imply that data being published is part of the 6.4.15 family. 
This coarse granularity may be sufficient to route the pub 
lished data in the general direction of interested subscribers. 
Further levels of finer granularity are available to agents 
aware of what Marker Pattern 15 signifies e.g. how the cat 
egory data in the 6 bytes of (open but cryptic) finer classifi 
cation data are expected to be read. 

FIGS. 65 through 67 relate to the collaborative scheduling 
engine described in previous applications. FIG. 65 is the 
starting condition where each task is taking just a little longer 
than expected. The usual first in first out queue, see FIG. 66, 
results on excessive delays further out for entities at the tail of 
the queue. FIG. 67 employs collaborative scheduling to bal 
ance out and maintain overall “customer satisfaction’. In the 
example shown, two tasks are 'stacked’, because they are 
contending for the same resource a portion of the time. Stack 
ing implies more resources are needed. When the resources 
are limited must be shared, this is not an option. As an 
example, consider the case of chirp devices and IP devices 
sharing the same wireless channel. Collaborative scheduling 
shifts the two tasks in opposite directions in time, to remove 
the stacking. The shifts are based on shifting those task start/ 
end times within “Customer Satisfaction' constraints defined 
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10 
by the blue/red ranges for the task. An application to timing 
transmissions between chirp devices and their routers/bridges 
is discussed. 

DETAILED DESCRIPTION OF SPECIFIC 
EMBODIMENTS 

The description above and below and the drawings of the 
present document focus on one or more currently embodi 
ments of the present invention and also describe Some exem 
plary optional features and/or alternative embodiments. The 
description and drawings are for the purpose of illustration 
and not limitation. Those of ordinary skill in the art would 
recognize variations, modifications, and alternatives. Such 
variations, modifications, and alternatives are also within the 
Scope of the present invention. Section titles are terse and are 
for convenience only. 
Chirp Device Extensions 
Raison Detre for Chirp/Pollen Networks 

This section is an elaboration of methods taught in earlier 
applications, including applications discussing the two-logi 
cal radio concept, VoIP data containerization, and Software 
management. Specifically, the following concepts are applied 
in the embodiments discussed herein: 
1. NLogical, Physical device abstracted wireless transceiv 
ers, FIGS. 7-9, 13-17, 22 
2. The wire-less Radio and Protocol Agnostic Mesh Control 
Layer, FIG. 20. 
3. Bridging across Wireless communications media, FIGS. 9. 
22. 
4. The scalability of tree based logical network and mesh 
architectures, FIGS. 4-8, 24-26. 
5. Efficient use of wireless bandwidth by sending bulk or 
containerized packets, FIGS. 10-12. 24-25 
6. Community mail boxes for intermittent connectivity (e.g. 
Emergency Response, Ser. No. 11/084.330) 
7. Dynamic Mesh Topologies based on Aggregate Latency/ 
Throughput tradeoffs (FIG. 1) 

This section applies those methods to transport "chirp" 
broadcasts akin to VoIP packets from “chirp' device networks 
to co-existent and incumbent IP based network devices and 
protocols. 
Why Chirp Protocols are Needed. 
Traditional networking protocols/techniques, specifically 

IP-based protocols, originated from sender-oriented commu 
nications. They emulated legacy frameworks of human-hu 
man networks to Support human-to-human correspondence. 
Thus the methods of routing postal mail resulted in email. 
Emails are sender oriented. Sender oriented communications 
are intended to be read by stated intended recipients only. It is 
not lightweight: it contains destination addresses and encryp 
tion so they are not tampered by hackers. They were histori 
cally point to point communications. 

With all this overhead in place, on every packet basis, IP 
based Routing protocols favor economies of scale in moving 
large packets, preferably with best effort only. When QoS is 
required (latency/jitterfassured delivery) IP protocols extract 
a premium. Small packets are also charged a premium 
because the 'standard minimum packet size was not 
designed with them in mind. Traveling inside the minimum 
size, they have to pay the same price in transmission time and 
bandwidth requirements as the “standard' minimum. 

This adversely affects the delivery schedule: of lightweight 
packets (e.g. VOIP) that now travel no faster than large pack 
ets, through no fault of theirs, other being smaller than the 
standard packet size. Hence container based transport for 
VOIP. FIGS. 10-12 are discussed in referenced applications. 
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Filling the packet container reduces the “price' per VOIP 
packet and also ensures reliable (assured latency/jitter) deliv 
ery. Without containerization, client capacity rapidly deterio 
rates, FIGS. 10-11. The IP highway is not suited for short 
chirp like devices, whether they are VOIP packets or other 
types of Small-payload transmissions. 

In addition to favoring larger packet sizes, retries (as in 
birds chirping repetitively) are frowned upon. Resending 
large packets increases traffic and TCP/IP overhead costs are 
based on a low number of retries. Further, retries are discour 
aged because they may flood the network e.g. broadcast 
storms. Retries are the exception, not the de facto modus 
operandi. Hence various forms of “virus' checks on email, 
file transports etc are used. Since Small packets are treated as 
one large packet, any device that begins to "chirp' like birds 
who chirp blindly and repetitively are costly especially when 
these chirp-like packets are travelling solo, FIGS. 10-11 and 
hence the value of concatenation and Scheduled transmis 
sions of larger packets see 020 in FIG. 12. 

In contrast with legacy networks, communications that 
uses retries and over provisioning/broadcast storms are com 
mon in Nature. For instance, pollen distribution by plants is 
not sender oriented. Instead, as many messages are sent as 
possible, in all directions. Note that these storms (e.g. pollen, 
monsoons) are seasonal, their time to live functions are 
encoded in their design. They do not have to be explicitly 
stated in each packet header. Pollen has its time-to-live func 
tion genetically encoded in it. Beyond that time it is ineffec 
tive. No network flooding can occur, despite over provision 
ing. Broadcasts are managed at a distributed Systems level 
through the mesh control layer, FIG. 20, not on a per packet 
basis. Now, flooding can be contained, as in nature. 

Further, Nature’s “packets' are receiver oriented. Pollen is 
promiscuously propagated, witness the temporary broadcast 
storms called allergy season. It is the receiver that has the 
(genetically encoded) Secret handshake to unlock the pollen 
packet data. Sender data need not be encrypted. 

In Nature, receiver oriented security enables pollen to be 
lightweight (terse) and carried far by even small low power 
winds. Further, pollen is reasonably patient or latency indif 
ferent. As long as winds appear within pollen season, spring 
will occur. Light weight chirps/pollen are thus secure and 
lower Total Cost of Ownership (TCO) based on their lightness 
and “patience.” 

In the world of Internet of Things (IoT), there is a need to 
be able to support lightweight chirp-like data without unduly 
taxing either the incumbent IP based networking protocols or 
the "chirp' device. This network protocol would support eco 
nomical and effective transport of small, terse, repetitive 
"chirps'. In many cases the chirps are latency indifferent. 
Further, they would allow varieties of subscriber driven (re 
ceiver oriented) temporary broadcast storms without adverse 
effects, 

Collaborative Coexistence is key since some chirp packets 
have subscribers reachable only through the incumbent IP 
network, e.g. VOIP chirp-like packets for an overseas sub 
scriber. These networks and protocols must also conform to 
the existing frameworks and mediation layers e.g. FIGS. 12, 
20. IChirp/pollen devices are simple—they do not know 
where the flower is. Hence IP destination addresses cannot be 
provided. Chirp aware routing Supports these new receiver 
oriented packets. 

Further, if chirp devices intend to operate in the same 
frequency spectrum as IP devices, then both dance partners 
need to share the dance floor without constantly stubbing 
each others toes (e.g. collision-ecausing interference esome 
causing retries->possibly network flooding). Coexistence 

5 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

12 
requires chirp devices not habitually create collisions or acci 
dents on the IP based highways, like bad drivers. Methods 
taught with legacy chirp like devices (VOIP) Ser. Nos. 
11/266,884 and 11/084,330, see FIGS. 10-12, 24-25 ensure 
both types of transmitters dance well together in the same RF 
Space. 

In general, IP based routing services require customers to 
choose their “value” between extremes: 
1. Guarantee of Delivery vs. Best effort (lower cost) 
2. Maximum acceptable Latency (pay more for low latency) 
3. Maximum acceptable Jitter 
4. Cost tradeoffs between Throughput and Latency (see Fig 
and Appendix A) 
5. Level of usage: unlimited versus bandwidth throttled (ad 
versely affects latency) 
On IP networks, the lowest cost is bulk mailing, latency 

indifferent traffic. Since pollen is reasonably latency indiffer 
ent, it makes sense to use scheduled bulk transport. FIGS. 
10-12 teach methods related to which packets need to leave on 
which bus and how often those buses need to visit the bus 
station (polling frequency). FIG. 24-25 focus on what would 
be the best times for pollen to “arrive' at the bus station or 
other “wind transport for onward routing. 
Collaborative Coexistence with IP Devices 
As the name Suggests, “Chirps' are short duration and terse 

commands/status messages, primarily for machine to 
machine (“M2M') communications in home, factory or out 
door enterprise networks. M2M communications are purpose 
built and terse. Chirps from a TV remote to a TV, for example, 
has a limited but adequate word vocabulary to be able to 
control the complicated communications sources used by the 
television to change channels. 

Using diverse wireless media (e.g. Sonar, audio, Wi-Fi) 
reduces “channel’ interference between concurrently active 
multiple radios, FIGS. 6-9, 13-15, 22-23. However core 
issues of dynamic channel interference remain: there are still 
limits to the number of available “channels' despite extend 
ing the usable channel list. The challenges addressed by pre 
vious work, still remain real and relevant. 

There is a need to devise means for coexistent, preferably 
non-interfering, independent and alternate communication 
devices/protocols that operate in the same frequency spec 
trum but with minimal interference with existing, incumbent 
and/or “standard” protocols. 

IP based devices operate on CSMA/CA protocols. Using 
random back off, radios “sense' collisions and, in decentral 
ized manner, avoid collisions. As an analogy, there can still be 
two or more people talking at the same time but it is mini 
mized because most people are being polite and waiting their 
turn. In the event a packet did not go through, it is retried but 
this is the exception not the rule. The protocol is robust, 
scalable and ubiquitous for IP based wired and wire-less 
traffic. Thus an “agile’ and “polite' competent networking 
protocol already exists. 

Listening and avoiding interference in proactive manner is 
also referred to as “agile’ and/or “polite” systems. Agile is 
analogous to one dance partner compensating for the (ran 
dom) clumsiness of the other. Polite refers to listening and 
then avoiding interrupting others (collisions) in conversa 
tions. 

Chirp devices and protocols leverage this politeness/agility 
of IP stack based devices to coexist. If Chirp durations are 
very Small, many that occur during IP protocol enforced silent 
periods have no adverse effect. Further, chirps transmitted at 
the same time as active radios, may not significantly affect IP 
based traffic if they are so short that radios can adaptively 
manage the chirps as noise. 
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Low cost chirp devices can be very simple, in one embodi 
ment. Some simple chirp device, like birds, chirp “blindly.” 
with no consideration or verification of whether the chirps are 
heard or not. Multiple such blindly chirping devices can be 
chirping at the same time, resulting in retries and interference. 
These (repetitive) deadly embraces are avoided by randomly 
scheduling “blind' chirps by the device transceivers. This is a 
simple fix, used in one embodiment. 

In general, the combination of short duration and random 
transmission may suffice in this un-orchestrated and decen 
tralized framework, as in a park, with multiple birds, all 
chirping blindly. 

Note this is “blind' randomness—there is no sensing com 
ponent in the device. Hence it is not entirely fool proof. But, 
neither is CSMA/CA e.g. “hidden node' problems. Further, 
not all chirp devices need be blind. Some capable of “listen 
ing may adaptively time their broadcast per methods taught 
in application Ser. No. 1 1/266,884 and FIGS. 24-25. 

In one embodiment, it is thus possible for IP protocol based 
wireless transceivers operate in the same frequency domains 
as chirp devices. For Wi-Fi radios, for example, these chirps 
are treated as random and transient noise. It is adaptively 
filtered out using Automatic Gain Control, Error Correction, 
Noise cancellation, and other methods, while the Wi-Fi radios 
are sending messages other than chirp communications. 
As more chirp devices join the network, their random 

chirps are like white noise for the IP based wire-less or wired 
transceivers. These adaptive IP transceivers adjust. It is their 
modus operandi. At the worst case, one or two IP based 
packets may be retried, but IP throughput is not appreciably 
affected. It is certainly no less affected than having a nearby 
Access Point (AP) producing channel interference. This is 
because chirp transmissions are short, by design. Thus, short 
random chirps, are inherently capable of coexisting with 
legacy incumbent wire-less (or wired) transmission proto 
cols. 

In another embodiment, Chirp packets contain information 
of their intended transmission pattern. The Access point, can 
thus, anticipating a chirp, preempt contention by sending out 
a CTS “incoming notification to its IP client stations, thus 
clearing the air waves. Further, Sophisticated chirp devices, 
with listen/see capability can be directed by chirp router 
embodiments to modify transmission times and channels, see 
embodiments FIGS. 22-23. Advanced chirp-aware routers, 
with chirp equivalent of Scanning radios in one of the slots, 
see 030, FIG. 17 may also scan the RF environment. The AP 
can then direct some chirp devices to schedule their chirps to 
"avoid” or “cluster with other concurrent transmitters. Clus 
tering changes the transmission times of listen capable chirp 
devices to engender sequential chirps—and the AP can sched 
ule a bulk concatenated CTS “incoming' warning to its IP 
clients. 

Further, Ser. No. 1 1/266,884 teaches methods so custom 
VOIP phones and advanced chirp inside (chirp aware) device 
equivalents, which schedule their chirps to avoid collisions 
with each other and downstream bulk broadcasts from the AP, 
as shown in the embodiment of FIG. 24. Chirp aware devices 
are capable, therefore, of being agile and polite within the 
network environment. Instead of random blind chirps, these 
proactive devices are listening and timing transmissions to be 
collision free with bulk transmissions back from the bridge 
router, FIG. 23, or other collaborating chirp inside devices 
(e.g. TV, camera etc), FIG. 22. Collaborative ant like agents 
schedule small chirps to avoid each other or to cluster in 
dynamic alignment with resource stacks taught in Ser. No. 
13/571,294. 
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Thus, Chirp protocols require no modifications to existing 

de facto standards wire-less (IP based) devices. Such agile 
and polite IP based wireless radio transceivers are commodity 
items, Supported by Apple, Atheros, Broadcom, Cisco, GE, 
Google, Intel, Motorola, Samsung, Sony, Qualcomm, etc. 

Concatenation: Chirps are Small and repetitive, analogous 
to small VOIP packets. IP does not favor small repetitive 
packets, see FIG. 10-12. Like VOIP packets, chirp packets 
will be repackaged for bulk transmission when bridged from 
Chirp networks to IP networks, FIG. 12, 22-23. Small Chirp 
packets, like small VOIP packets, will be routed/distributed 
efficiently using pruned broadcasting methods as described in 
Ser. Nos. 12/352,457 and 11/266,884. In one embodiment, 
Chirps transmitted to IP based networks are containerized 
and under router management: they cannot individually cre 
ate broadcast storms. 

FIGS. 14-17 depict embodiments using interference agile, 
scalable wireless mesh networks using Wi-Fi transceivers 
(“radios') and IP based protocol. FIG. 9 depicts bridging 
across multiple wireless networks operating on non-interfer 
ing frequency bands and/or protocols (e.g. Wi-Fi, Wimax, 
VOIP). FIG.22 indicates bridging to other wireless media on 
different types of frequency bands (e.g. infrared, Wi-Fi). 
Other wireless media include any form of electromagnetic 
communication, Such as Sonar, audio, light flashes. The Mesh 
Control layer, shown in FIG. 20, is common to all. 

Note that the mesh control layer provides “radio” and 
“protocol agnostic mediation. These words were not 
restricted to either Wi-Fi radios or IP protocols, as indicated 
above. 

In one embodiment, the system provides a common media 
tion layer for all disparate forms of mesh networks that are 
bridged together to form one logical meshed and Scalable 
network topology, FIG. 22. Only then can a logical mesh 
network exist, across multiple frequency and protocol 
domains. The wire-less radio and protocol agnostic mesh 
control layer (FIG. 20) includes mesh networks different 
from IP based protocols as shown in FIG. 9. A new protocol 
is “chirp based. It is specifically designed to minimize inter 
ference with existent and incumbent network protocols. The 
mediation layer Supports it, in one embodiment. 
The mediation layer and the logical radio concept are inter 

related. In FIG. 7-8, two radios are shown, for backhaul, 
which together form one logical radio. That logical radio 
connects to another logical radio, also consisting of corre 
sponding physical radios, see FIGS. 7-8. Note the chirp-like 
devices (such as VOIP) are not sharing their physical radio 
with other devices. Thus, in the logical radio concept, both 
chirp-like devices and others are Supported, in radio and 
protocol agnostic fashion. Thus the embodiment shown in 
FIG.22 corresponds to FIG.9, and the disclosure of applica 
tion Ser. No. 11/084,330. 

With the mediation layer in place, chirps may be efficiently 
and reliably transported up/down the (bridged) logical net 
work tree, comprising of both IP and chirp networks, see FIG. 
22. 
Scheduled Bus Service for Chirps 

Ser. Nos. 12/352,457 and 11/266,884 teaches methods for 
VOIP, to enable chirp like broadcasts from chirp like device 
networks to be efficiently repackaged to travel on existent and 
incumbent prior art IP based Network devices and protocols. 

Further efficiencies are possible by engineering the broad 
cast “beam direction and spread angle. 

Nature uses undirected beams—as in no preferred direc 
tion. That covers a wide region. Less pollen directed to the 
intended recipients would represent a more directed and 
smaller “market” focus. 
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Two embodiments featuring different options exist. On the 
one extreme, scatter shot (undirected) seasonal broadcast 
storms are prevalent in Nature and tolerated because they are 
temporary (seasonal), they are necessary (for the flow of 
nature), and they are robust. (because they are over provi 
Sioned). 
A temporary broadcast Storm, despite the unwanted effects 

of allergy season, is tolerated. It is the only time-proven 
method of ensuring sufficient pollen is “heard” in Natures 
chaos based ecosystem. The storm is intentional and over 
provisioned but effective. It is undirected, so it covers all 
bases. 

Pollen is lightweight. That works in its favor. Small gusts of 
wind appearing randomly move it along. It may need multiple 
gusts of wind, like multiple relay hops in a mesh network. 
Nature does not know where subscribers' are. Scatter shot 
approaches cover large unknown Subscriber regions. 
When you do know your subscriber base, directed winds of 

chirps/pollen is more efficient. But chirps are lightweight and 
receiver oriented. They do not have destination addresses. 
Like school children boarding a school bus, they must be 
directed to get on the “yellow' bus/wind. In one embodiment, 
at each bus stop along the way, they need to be told which next 
bus to board. The edge router FIG. 12, 23, manages bus arrival 
and departure times and also getting the chirp? pollen bulk 
containerized and ready for each bus trip. Where containers 
go is driven by the "clients”: it is directing pollen to interested 
parties only. This is a more directed beam vs. scatter shot. The 
yellow bus routes mark pockets of subscriber interests, avail 
able for trend analysis, if desired. 

Using the combination of VOIP like containerization and 
collaborative scheduling, pollen/chirps are delivered to the 
subscribers interested in them/waiting for them, in a timely 
manner. The chirp routers manage pollen/chirps getting on 
the correct “yellow' buses and bus departure schedules etc. 

Buses leave at regular intervals to help schedule when a 
container of chirps arrives and leaves at each bus station. They 
are a part of the mesh network support infrastructure for chirp 
travel. Their frequency of arrival is driven by the polling 
frequency (e.g. 20 ms for VOIP phones). It will vary depend 
ing on the chirp device nature and urgency per methods taught 
previously, FIGS. 12, 24-25. Scanning and polling frequency 
is adaptive, per methods taught for mobile nodes, Ser. No. 
1 1/818,899. 

Additionally, Subscribers, in one embodiment, awaiting 
specific pollen delivery, may also request Sooner or later 
delivery, thereby changing QoS dynamically. Pollen bus 
depots (the routers) schedule bus size and frequency of depar 
ture (polling), as well as time spent waiting for data to collect 
(minimum queue), and other variables in certain embodi 
ments. Collaborative scheduling agents, in some embodi 
ments, ensure global Supply chain alignment of Supply/de 
mand using simple concepts like "avoid and “cluster to 
ensure appropriate use of bandwidth resources and prevent 
“stacking. Ser. No. 13/571,294 et al. teaches scheduling 
collaborative agents in control systems. 

Thus, QoS equivalent services are dynamically managed in 
a receiver oriented network. This is a departure from Prior 
Art, when sender oriented IP packets must declare their QoS 
requirements a priori, and QoS requirements are blindly 
enforced along the network path at significant added cost. 

Subscribers are stationary and mobile. Hence routing is a 
moving target Mobile intermittent connectivity (not “always 
on') is supported, FIGS. 27-28. In some cases, like mobile 
phones, the client is currently unavailable and messages are 
delivered to a trusted community mailbox. In other cases, the 
Subscriber may request temporary mail holds or re-directs, 
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akinto when people relocate or move residence. Chirp routers 
are made aware of updated Subscriber locations, by secure 
authenticated means, in one embodiment. They maintain a 
community mail box and Support addresses for otherwise 
anonymous but authenticated Subscribers. Thus chirp routers 
serve as post offices, part of a meshed postal service network 
infrastructure, with coexisting IP and Chirp publishers and 
subscribers, see FIG. 22. 

In addition to routing, providing mail boxes, holding and 
forwarding mail, chirp routers may also be requested to man 
age a family of devices. For example, in one embodiment, all 
kitchen appliances broadcast chirps towards the kitchen 
router, which is a night light in one embodiment, FIG. 23. The 
kitchen router is authenticated to communicate with a Smart 
phone using secure IP based networks in one example. When 
new devices are added to the kitchen community, the Smart 
phone is informed by the router/nightlight which processes 
chirps incoming from the new devices. Thus, if needed, there 
is a human in the loop authorizing device pairing with the 
router. Further, if settings on the device need changing, then it 
is only night lights and their fellow router nodes of the mesh 
network that can provide the best non interfering channels to 
use, since only they know which channels they are using, to 
avoid conflicts with other mesh nodes operating on different 
channels but sharing the frequency bands. Further, devices 
that are roaming within the chirp or IP local network are 
automatically pre-authenticated. Methods taught in Ser. No. 
12/352.457, for VOIP self-forming networks are used in one 
embodiment of this invention. 

Chirp routers perform these routing based services based 
on chirp signatures, described herein. 

These routers recognize chirp “colors'/signatures. Also, in 
one embodiment, they know where (authenticated) sub 
scriber destinations are. Hence, only they have the means to 
connect the two pieces of data and to dynamically direct 
chirp? pollen containers to Subscribers/agents/mail boxes. 
Even if they do not know where the agents are, managed 
multicast and broadcast techniques will be used to find the 
“flowers’, described presently. 
Subscriber Based Winds (of Change) 

Multiple options exist between the two extremes styles of 
broadcast e.g. scattered VS. directed. From the perspective of 
device transceiver firmware, the product and its target market 
drives device Vocabulary and device transceiver competence. 
Dynamic Blobs of Interest/Trends. 

In a receiver oriented world, pollen/chirp “publishers' are 
directed to “subscribers' with potential broad interests in 
multiple types of pollen/chirps. In the trivial case these inter 
ests maps to multiple individual active subscribers IP mail 
box addresses. Efficient, pruned broadcasting taught in Ser. 
Nos. 11/266,884 and 11/084.330, addresses those specific 
needs. In the less trivial case, the “destination' address is a 
movable target, both literally and figuratively. 

In the literal sense, mobile mesh networks are needed to 
support mobile clients, see FIGS. 13-16, where the soldiers 
and firefighters now carry chirp devices. Chirps are consumed 
within the Chirp network and “outside' by bridging, as per 
the embodiment in FIG. 22. Publishers and subscribers may 
both be mobile. 

In the figurative sense, communications are a movable 
target because of dynamic consumer needs. Demographics of 
the communication network, comprising of both human and 
machines, is influx at all times, as shown in the embodiments 
of FIG. 13-16 and FIG. 26. Thus the “winds” and yellow 
buses being engineered by edge routers embodiments FIG. 
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23, to move pollen/chirps efficiently, are also in flux. A dis 
tributed control system monitors the environment, in one 
embodiment. 

Dynamic Load Balancing taught in Ser. No. 10/434,948 
included Switching data paths to less congested parent nodes. 
This in effect also changed mesh topology. This was needed 
because latency and throughput tradeoffs were being made. 
In the event that the traffic is (reasonably) latency indifferent, 
store and forward community mailboxes provide some relief 
to the deluge bound to a congested node in transient conges 
tion situations. Thus, through the heart beat (Appendix A), 
node congestion levels may be communicated to adjacent 
“buddy' nodes, who then “hold the mail until toll costs are 
lower. This exemplifies proactive re-scheduling, driven by 
dynamics of toll/hop costs, Appendix A. 

Subscribers may also request redirection. For example, 
chirps from all Sony TVs in San Francisco, received between 
8 am and 9 am today have been containerized. They are 
scheduled to be sent to a customer service center in Japan. The 
largest subscriber “blob” is in Japan. However, network con 
nectivity is interrupted due to a natural disaster which has hit 
Japan. Those containers now need to be routed to the Cus 
tomer service center in India. 
One may argue that this is already handled—the Japanese 

Service center simply has to redirect all traffic to its “buddy' 
counterparts in India (as part of fail-over “buddy” system 
policies). Buddy Systems may work for policemen, but not 
global Supply chains. A simple redirect is not always possible. 
Enterprise global Supply chains have multiple layers to their 
collaboration, as discussed in FIGS. 26, and Ser. No. 137571, 
294. There are many “redirects” that need to be plugged in but 
they are dynamic. Supply chain topologies are increasingly 
more dynamic. There are no fixed corresponding failover 
sites for every element within the supply chain. There are also 
many level/tiers of Suppliers and consumers. Likewise, 
devices themselves are more complex. A machine may chirp 
multiple messages, involving diverse service requests. In one 
embodiment, the present system determines who should get 
these requests, and does so on the basis of several variables— 
it is situation dependent. There are associated costs with 
different options. Finally, the device or machine has an owner 
with his preferences and overrides. One-to-one correspon 
dence systems are too simplistic. 

Rather than build complex buddy/failover systems, the 
receiver oriented approach presents a simple solution— 
chirps or pollen is simply redirected at each bus station/router 
along this route. The chirp routers and control system thus 
stays aligned with shifts in Subscriber needs. 

In this embodiment, dynamic publish subscribe is scalable. 
Publish subscribe is generally scalable. For example, radio 
stations have no upper limit on Subscribers. Enforcing a re 
evaluation of where subscribers are, at each “bus depot along 
the route, ensures that it is both dynamic and Scalable. 
Supporting Big Data Trends: 

Subscriber driven “winds of change' are engineered and 
coordinated: convoys of buses, carrying bulk pollen and their 
engineered clones, thus concurrently supporting multiple 
subscriber requests. They are like VOIP packets bound for 
multiple destination phones, like walkie-talkie phones. One 
publisher is simultaneously received by all listeners. Thus 
pollen and clones of them, expressly created to cover multiple 
consumers, board multiple buses, on different schedules and 
routes. The chirp routers create the clones, engineer these 
winds and collaboratively manage their flow. 
Dynamic Destination Addressing: 

In one embodiment there are “default' destination direc 
tions for pollen of specific signature types and which types of 
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bus are designated to carry them to half-way houses at each 
bus stop. This is the equivalent of bus station transit hubs. 
Here, pollen transport is rescheduled and redirected, with 
community mailboxes acting as temporary buffers, if needed 
for performance or connectivity issues. Note that this is form 
of rerouting is on a need to know basis, in one embodiment. 
The sending router only knows enough to send the school 
children to first bus station address. It may not have knowl 
edge of final destinations, which may be dynamic. The hier 
archical architecture is similar to a post office hierarchy 
(county, city, country are the hub levels), but unlike the post 
office, the direction or “default” address does not convert the 
communication into addressed and sender-oriented transmis 
sions. The mailing address is being inspected and changed, 
based on the current situation at each router/bus station, a 
departure from the prior art. 

In one embodiment, using the bus stations as decision 
points breaks up routing decision to hops between logistics 
hubs. The current active subscriber demographics and 
demand may be reevaluated at these hub points. Re-routing 
may be needed. For example, in one embodiment, routing 
policies may be specified. One “policy” is in place that all GE 
refrigerators provide a daily health status short "chirp 
“color” (e.g. red, orange, blue, purple) forwarded to GE appli 
ance service centers/subscribers. There are four such appli 
ance region centers e.g. North, South, East and West. Based 
on the chirp signature and device location, directives running 
in edge routers “know' which bus load this pollen/chirp has to 
be part of. There may be multiple subscribers so it also needs 
to track and route multiple concurrent buses to multiple Sub 
scriber locations. Further, at each bus stop, at each mesh node, 
the routers must "know” enough to "sort” pollen, at varied 
levels of granularity for most effective onward directions. All 
of this is simplified by using logistics hubs. 

In one embodiment, packages are bulk shipped to one 
central logistics hub, which manages the dispatches to other 
logistic centers. If packets need to be cloned to Support mul 
tiple Subscribers, they are, at forks along the path, in this 
embodiment. Further, VOIP like chirp packet cloning is man 
aged by the router on a need basis, where forks occur—e.g. 
the container was traveling north, now is split into eastward 
and westward "half containers and combined with other 
fellow "half eastward and westward bound containers to 
form a more efficient whole container. Some chirp packets are 
cloned because it has both east and west subscribers. Thus, 
efficient repackaging and pruning of routing paths, as 
described in FIGS. 12, 24-25 and 27-28 address multiple 
scenarios including mobile devices, temporal mesh network 
clusters and VOIP like schedulable periodicity. 

These embodiments are different from the prior art post 
office approach that manages IP packet routing. This routing 
circumvents the static address Schemes used in traditional 
mail and email routing. It incorporates Support for dynamic 
winds of change at each stop along the route. 

In these embodiments, the destination of the bus is 
dynamic and so is its routing path. This is analogous to not 
just changing bus routing (e.g. an accident) but also end 
destination (e.g. hospital) based on the current situation and 
nature of containerized load. If the load is no longer needed, 
it is discarded mid journey. Round tripping, caused by static 
destination addresses, is avoided. Further Cloning at forking 
junctions ensures concurrent, low latency deliveries. The 
schedules for convoys of buses are adaptively managed by 
collaborative scheduling agents see Ser. No. 13/571,294 et al. 

Further, like school children, some pollen may only board 
secure “yellow' buses. At each routing point, like bus logistic 
hubs, the containerized chirp packets, or passengers, like 
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VOIP packets, are steered in the right directions, as part of the 
bulking/routing process. Thus, the process automatically 
ensures that birds of the same feather flock together. The hubs 
are like bus stops, but the bus schedules are demand driven 
and the packing of the bus based on current subscriber 
demands. 
The demand and Supply is thus in dynamic alignment, 

despite the inherent “change' in the system. 
Creating and Managing Broadcast Storms 

Winds, in nature are seemingly undirected broadcast 
storms. As in nature, seasonal, undirected and sporadic broad 
casts are tolerable if time-to-live functions are adaptively 
managed at the control system level. This is more than just 
preset time-to-live or maximum hop count values instilled in 
IP packet header data. Macro level system control is needed 
so broadcast storms cannot perpetuate. 

Hence virus and spam filtering software for email services. 
The control system should monitor and modulate “decay” 
function and its PID control parameters and make changes to 
network topology accordingly, see FIG.1. An embodiment of 
the invention has implemented inherent Distributed Decay 
Functions that include time-to-live, heartbeat sequences, max 
number of relay hops, stop at “root” nodes etc. PID param 
eters and mesh topology change dynamically, to ensure net 
work scalability and stability. 

Buses are scheduled departures. Winds are a more amor 
phous concept. They are closer to broad agency announce 
ment to address an Emergency Response involving sharing of 
diverse resources e.g. Joint Armed Forces embarking on a 
common mission. Convoys of chirp buses emanating from 
multiple locations are merging, dispersing and coalescing, 
driven by both publisher type and subscriber demands. They 
are generally directed to a concentrated location (e.g. New 
Orleans post Hurricane Katrina). Note that multiple such 
"Hurricanes' can be occurring concurrently. Clustering and 
dispersal in mobile mesh networks was taught in Ser. No. 
1 1/818,899, FIGS. 27-28. 

In one embodiment, known Subscriber requests are 
handled by scheduled deliveries, with varying level of 
urgency, latency, QoS etc. Winds serve a different purpose. 
They provide the capability to support coordinated efforts in 
sharing communication. One of many lessons learnt in New 
Orleans was the inability to get different agency wireless 
devices to “talk' with one another. Winds address this. 
An example is called for at this point. The wireless com 

munication devices used by different agencies use different 
protocols and security. Information flow from entity A to 
entity B needed to go up to a common point C, be decoded, 
interpreted and then encoded again for B to receive it. For 
example, in the embodiment shown in FIG. 27, contiguous 
devices 518, 519 cannot communicate via mesh node 510. 
They need to send their messages all the way to the top, the 
SIP server, see 514. This is untenable. It is worse when the 
devices are on different networks. “Round Tripping from 
Device A to its root node equivalents then to Device B via its 
root node equivalents is expensive and results in latency fitter. 

Multiple solutions have been proposed involving secure 
middleware for interpretation of data from sender/publisher 
A and repackaging it for consumption by receiver/Subscriber 
B. Then Machine to Machine (M2M) translation occurs 
closer to the devices. But IP packet security is of concern 
Chirp routers have access to the link that connects Chirp/ 
pollen publishers to their subscribers. As explained, since 
chirp device naming is not unique, like IP addresses, only 
chirp routers know how to provide the routing needed. The 
system described in these embodiments is inherently secure. 
There is but a single point to secure in these embodiments— 
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the chirp router mapping/routing table must be protected 
from hacking Routing table access may be reachable via IP 
only and therefore leverages existing security methods. Chirp 
routing security is virtually unbreakable, in these embodi 
mentS. 

Inasmuch as chirp routers are secure in these embodiments, 
then Interpreters may be safely installed in chirp routers. 
These are software/hardware/firmware. They can also be 
cards that fit in either the front or back slots of nightlight 
embodiments FIG.22, 26. Event bound inter agency commu 
nication is thus supported by these embodiments. The inter 
agency communication ends when the interpreter card is 
removed. Winds and other temporal relationships are now 
manageable. This is relevant to secure remote diagnostics and 
repair. 

FIG. 27, from Ser. No. 12/352.457, depicts an embodiment 
using a real time communications network with VOIP 
phones. It has clear parallels to chirp devices, which send 
packets of data just as small as VOIP packets. Further hybrid 
routers are both chirp aware and IP protocol aware and Sup 
port transceiver slots for both, FIG. 22, in one embodiment. 

Such routers may then, with appropriate interpreters 
installed, provide secure lingua franca capabilities between 
all types of devices in the network. The routers are also 
capable of real time communication and translation between 
IP based devices and chirp based devices. The chirp birdsong 
is now comprehensible to existing IP based system diagnos 
tics and repair tools. No reinvention is needed. Chirp versions 
of machine independent programming languages like Java 
and Machine Esperanto will engender Human to Machine 
interaction as well as M2M communication. 

Application specific graphical programming for chirp 
devices may make it easy to teach chirp devices and/or create 
new variants, FIG. 31, Light weight OS-less chips, FIG. 30 
may be directly loaded on a card, from a USB or slot in 
computers et al. FIG. 17. The card is inserted in the chirp 
device to activate it. Removing it disables it. Disabling errant 
devices and/or isolating machine failures and Zone manage 
ment are thus simplified, in Some embodiments. 
Pollen Signatures 

Like birdsong, Chirp signatures define the broad property 
of the pollen/chirp. They do not have to be unique, just char 
acteristic of a category of “bird some bird watchers (sub 
scribers) are currently interested in. Chirp signatures provide 
one piece of the routing puzzle. Chirp routers are aggregate 
subscriber aware, on a real time basis. This provides the other 
piece to the puzzle. For example, the chirp router, in one 
embodiment, includes a data stores of how many (redun 
dancy), how often (frequency) and Suitable directions to engi 
neer the buses needed to move current inventory of chirps. 
Scheduling buses is a collaborative Supply and demand logis 
tics exercise with dynamic alignment to prevent stacking, per 
methods taught in Ser. Nos. 11/266,884, 13/571,294 et al. 
FIG. 26. 

Chirps may be parallel and/or sequential transmissions. 
They form signature patterns and payload patterns. The sig 
nature patterns are needed by the edge routers to categorize 
the type of pollen/chirp and route it to appropriate subscrib 
ers. Subscribers exist on both chirp and IP based networks. 

For example, the diesel generators in a community network 
wish to schedule a mass repair visit. They need to share 
information. They can certainly send their data to the IP based 
customer service center in India. However, for each diesel 
generator that is a round trip from chirp network to service 
center and back. If instead, an embodiment of the invention is 
used and the generators are capable to chirping over a meshed 
chirp network, FIG.22, then based on chirp signatures, diesel 



US 9,258,765 B1 
21 

generators can recognize each other and use collaborative 
agents internally to perform needed scheduling for repairs. 
This was also discussed in Ser. No. 137571,294. 

Signatures are thus key to both intra-network and inter 
network chirp payload propagation and routing, in one 
embodiment. Further, chirps are also temporarily stored in 
community mailboxes, in transit in times of congestion or 
network non-availability. To get a sense of the “demographic 
of passengers awaiting transit services, chirp routers inspect 
signatures and accordingly arrange appropriate transit Ser 
vices (e.g. Small bus or convoy of buses). 

Using phone audio "chirps' in one embodiment, signatures 
are a distinctive pattern of ringtones. Each chirpfringtone is 
based on multiple variables e.g.: 

1. Chirp transmitter type (e.g. infrared, audio, Wi-Fi) 
2. Its selected frequency channel 
3. Its selected Power level 
4. Other parameters specific to transmitter type 
A two chirpfringtone signature has two chirps/ringtones in 

sequence. Each ring tone can include one or more transmit 
ters. Even in the simplest case of on/off power levels, the two 
chirp signature has four distinct states (0–0, 0-1, 1-0, 1-1). The 
device is therefore capable of three distinct nontrivial (not all 
Zero, or silence) states for each transmitter. (2-1). In general, 
the number of possible signature sequences for simple on/off 
transmitters is (2-1), where M is the number of ring tones in 
the sequence. Hence a three ring tone signature sequence has 
7 distinct non Zero variations (2-1). 

In general, for P total distinct (as seen by receivers) power 
levels, including the trivial case P=0, M number of chirp 
sequences, there are (P-1) non trivial signatures per trans 
ceiver. Further, if each chirp also has F frequency channels/ 
tones/chirps to choose from, then the number of distinctive, 
non trivial, signatures/states per transceiver t are: 

S=(FP)-1). Where: 
S. number of distinct signatures/states for transceivert 
F. number of frequencies/channels/ringtones/light colors 
available to transceiver pair t 
P: Number of distinct (as seen by receiver) power levels 
available for transceiver pair t 
M: number of ring tone?chirps in sequence. 

In an N-Logical wireless transceiver (“radio') framework, 
with multiple simultaneously operating transceivers (see 
FIGS. 7-9), there are a total of 

SFSSS...S, 

Where: 
S: Total nontrivial unique signature “tunes available with 
tactive transceiver pairs. 

Thus a Smart phone ringtone sequence of three, each of 
which has 10 ringtones can generate ((2*")-1)=6859 
unique non trivial signatures/words. Adding another form of 
radio frequency communication in the system, a Smartphone 
with camera flash, operating simultaneously as a single on/off 
complement, doubles that number, in one embodiment. 

Further, a restriction may be placed that the sequence con 
tains no silent chirps. Even with just 1 power level (“on”) 
there are (1*10)-0=1000 unique, non-zero, 3-ringtone sig 
natures available. If each signature denotes a “name then a 
Smart phone is capable to addressing 1000 unique, audio 
ringtone aware, chirp devices in its “network.” 
The ringtone concept may be applied to other non-audio 

frequency domains. The ringtones may also include multiple 
simultaneous send/receive on diverse “channels' (e.g. infra 
red and audio), in some embodiments. 
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The composite ringtone is analogous to a musical chord: 

it’s a "richer” tone. The chord carries more information for 
multiple uses e.g. redundancy, error correction and multi 
level security, denoted by number of chords and receiver 
capability to receive them some or all the tones. 
They may also be used to provide “hidden meanings”, like 

secret handshakes, nods or winks. The public' message may 
be simulcast with a “private” message decipherable only by 
devices with capable receivers. Thus, enhanced services may 
be provided to select customers, by providing them the appro 
priate chirp equivalent of a TV cable decoder that, with 
installed firmware, provides access to more TV channels in 
the “bulk broadcast. 

Different parts of the complete message may also be ema 
nating from multiple chirp devices. For example, in one 
embodiment, ring tone chords from different devices provide 
two-level authentication system capabilities. Thus a police 
car will not start unless the policeman and his partner are safe 
in the car, determined by synchronized chirps from both their 
Smartphones. Further the phones are secure in that only the 
authorized users have the correct access codes so stealing the 
phones renders them ineffective. Thus, the equivalent effect 
of multiple signatures on a two signature check is supported, 
before the car will cooperate. Chording thus provides mul 
tiple security layers. 
Chirps are a Generic Concept. 

Ringtones are one example, easily available on Smart 
phones. Another could be color LEDs e.g. traffic lights have 4 
states e.g. red, orange, green and black (off). Complex hues of 
a color (e.g. red-blue purple) may be chirped across from 
devices to Smartphones. Thus, like musical chords, chirps can 
be "rich' in information even if it is a short, unobtrusive burst. 
With the appropriate image or Sound processing software, 
Smart phones and other computers are thus multi-lingual 
devices, capable of translating chirp chords from Wi-Fi, 
Infrared, Audio (ringtone) and light patterns (camera flashes 
and photo image analysis). 

In one embodiment the Smartphone software consists of 
one or more apps. The apps are loaded on these computing 
devices also provide translation mechanisms to understand 
what was said in chirp languages and what to do with the 
payload data. The chirp signature, like a bird chirp, is essen 
tial for this translation and categorization it tells us what 
type of bird is speaking Note that the apps were downloaded 
through secure and authenticated Sources via Standard IP. 

If it is useful to have birds of a feather flock together, then 
chirp signatures may also share some chirps common to the 
flock. Thus, based on the signatures, higher level systems, 
such as the embodiment of FIG. 26, know where the chirp 
devices of type “Yellow bird' are and their states. Demo 
graphic data is readily available. 
Decentralized Naming with Inherent Conflict Resolution 

Chirp routers employ in one embodiment the chirp equiva 
lent of the distributed DHCP server based IP addressing 
scheme with inherent conflict resolution, as shown in the 
embodiment in FIG. 29. Using those methods, instead of IP 
based device addresses, devices are given names, randomly 
chosen, but with inherent conflict resolution. These names 
can be changed frequently by the router for all but the sim 
plest “blind” (no listening) chirp devices. Blind devices, in 
one embodiment, like garage door openers, have simple 
means for identification variation, such as DIPSwitch settings 
so their timing and/or channel are modifiable by the user, as 
directed by the routers governing the devices. 
Lineage Based Uniqueness. 

In the chirp network of one embodiment, there are no 
pre-assigned unique “names' or 'signatures' as existent in 
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the IP world of MAC-IDs or IP addresses. Those approaches 
require a central authority to manage conflicts resolution is 
address values. Sender-oriented communication packets need 
unique destination addresses. In contrast chirp device names, 
related to their chirp signatures, are assigned or modified 
from factory default, if needed, when the device or “thing 
first joins the local network governed by a router. In the event 
two devices have the same factory default signature, for 
example, one will be changed, remotely or manually, as 
described in the garage door opener analogy. Thus devices 
and its siblings have unique names or “addresses, as seen by 
the chirp “access point they are connected to, in one embodi 
ment. 

Sibling names must be distinct but need not be unique, in 
one embodiment. If a device name is distinct, amongst its 
siblings, then tree based logical routing is sound. As an anal 
ogy, Eric, child of Paul, child of James is distinct in a tree 
based topology from Eric, child of James, child of Paul. The 
routing table entries and routing paths for the two Eric's are 
distinct: James-sPaul-seric and Paul-e James->Eric. Note 
that in this approach, the “lineage' is exploited to provide 
context/delineation between two devices of the same name 
and in the same network. This form of identification, not 
needing unique names/addresses and using lineage to provide 
distinctions, is a departure from conventional IP based net 
working, where each MAC-ID “name' or IP “address” is 
expected to be unique. Methods taught in Appendix A, how 
ever, still apply and are equally relevant for route path man 
agement. Lineage based device naming are inherently secure 
because only routers know which Eric is being addressed. 
Small Names: 

With non unique names, the number of “ringtones' in a 
signature sequence can be small since we are no longer striv 
ing for uniqueness. The same three ring tone sequences may 
be used repeatedly in different, non adjacent sub trees of the 
network, with no adverse effect, as long as lineages are dis 
tinct. When they are not, in one embodiment, chirp routers 
will either first attempt to change the name (for embodiments 
where the chirp device name is programmable) and otherwise 
will notify the user to change device signatures, (e.g. dip 
Switches for garage doors) or move them to another chirp 
access point/router. 
Name and Signature Swapping 
Many not-blind chirp devices take direction, in one 

embodiment. That direction comes from routers and tune 
directives from trusted “mother agencies. When a chirp sig 
nature or chirp language/protocol has been compromised, the 
device may be taught different birdsong. “Mother chirp 
directives may rename a device and Switch from one language 
to another. The languages may be closely equivalent e.g. 
dialects of a purpose built machine Esperanto. Changing 
names and word “look up tables' thus provides additional 
enterprise security. 
Chirp Data Transport is Inherently Secure 
Receiver Oriented: 

Only routers can provide the link that connects Chirp/ 
pollen publishers to their subscribers. Further chirp device 
naming is not unique, like IP addresses. Therefore names can 
be changed, for many listen-capable devices. This receiver 
oriented system is inherently secure, in one embodiment. 

Further, in the case of a bulk broadcast, app. Ser. No. 
11/266,884 teaches methods for VOIP aware phones capable 
of deciphering the message for them and discarding the rest. 
As such, the bulk container is like mixed and jumbled bag of 
pollen. Each flower/subscriber takes what it needs and 
ignores the rest. Thus, multiple messages for multiple devices 
may be sent but only the device it is intended for can decipher 
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it. Chirp transmissions are inherently closer to pollen in that 
they may also be widely broadcast without sender side secu 
rity layers. This reduces encryption overhead significantly 
since the “secret is known only to the intended flower/re 
cipient. For example, in one embodiment, a chirp of an error 
code is not encrypted inasmuch as it is meaningless without 
access to the secure routing table. 

In another example, humans have multiple forms of secret 
data in handshakes, nods and winks intended for specific 
audiences. Certain groups have a secret handshake that pro 
vides intended recipients with additional information. Nei 
ther party shaking hands may have prior knowledge of the 
other. They are shaking hands in broadcast mode, visible to 
everyone. In fact the person initiating the handshake may not 
even be aware that he is communicating special informa 
tion—it is simply the way he always shakes hands. Like 
pollen, the security is “genetically encoded.” The onus shifts 
to the recipient to decode the message, based on Secret Sig 
natures they were taught to look for. Thus security infrastruc 
ture requiring encryption at the source is no longer essential, 
since the message signature is already encrypted and only 
intended recipients can decode it. In other words, the publish/ 
subscribe broadcast may be “open’ and hence lightweight. 
Hidden Meanings: 

In one embodiment, how communications are understood 
may depend on multiple levels of security. Adding more 
transceivers, operating in diverse frequency bands, is an 
effective way of sending partial messages, and is used in one 
embodiment of the system. 

Consider three sibling devices in a network. The first has 
infrared capability. The second has a microphone. The third 
has both. A three element ringtone sequence is simulta 
neously sent from a fourth dual transceiver device, which has 
both infrared and sound transceivers. It is interpreted differ 
ently by all the three receiver devices. The first two will get 
only partial messages. Hence, with multiple transceivers, 
messages with multiple layers of meaning may be transmitted 
concisely. Further, messages being sent on independent chan 
nels may be syncopated in time, making it harder to decipher. 
Lastly, both signature and payload are “tunes' and flow into 
the other in continuous transmission. Only the receiver knows 
where one ends and the other starts. The secret handshake is 
recognizable only by intended recipients. 

Further, assume the intent is to deliberately obfuscate the 
“signature' being transmitted. Hence decoy signals are be 
sent on one or both “channels, in one embodiment, that are 
being watched. Only devices that know the secret handshake, 
can piece the “real' message together, removing the decoy 
components of the transmission. 

This is different from frequency hopping techniques. In 
frequency hopping, sequences are on different frequencies 
and the receiver knows when to change frequencies based on 
a mutually known sequence order. Here, each “tone' in the 
ringtone sequence consists of involving multiple transmitters 
in simultaneously providing layers of signature security. Thus 
different devices receive different messages and meaning. 
These chirp equivalents of musical chords are hard to deci 
pher fully unless you know the entire “tune' being sent on 
different transceivers. Further, Syncopations in time—so 
multiple tunes can be sent, then silence, then another set of 
tunes, adds complexity. Decoders put it all together, taking 
note of silence. Silence durations also are cues, like nods/ 
winks/inflexions. 
Some Decoders can access the entire information, others 

have limited access. Thus, despite their simplicity, even Smart 
phone ringtone chirps are difficult to decode, especially when 
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there are multiple concurrent independent transmissions. See 
embodiments shown in FIGS. 7-8, 23, which are the equiva 
lent of musical chords. 

Existing temporal key management schemes used by some 
embodiments further improve signature and payload security. 
Multiple existent means for encryption and security exist and 
are applicable. However, recall that some chirp devices are 
intentionally simple and have relegated Storage and compu 
tation elements to chirp aware routers (e.g. night lights, Smart 
phones, etc). Hence their ability to decode is maintained to be 
non-computationally intensive in one embodiment, the chirp 
equivalent of a short ringtone pattern which can be deci 
phered or transmitted easily. For example, a simple three tone 
ringtone and a three bit Boolean bit mask suffice in one 
embodiment. 

Changing the bit mask, using "dip Switches', for example, 
can change the bit mask and therefore signature “tunes' that 
the chirp device will listen for. In the example of changing dip 
Switches for the garage door opener, the owner changed the 
signature “tune’ for his chirp device. 

There are no limits to the complexity of chirp signatures. In 
mission critical or enterprise level security, three ringtones 
may not suffice. Sophisticated decoding software solutions 
and integrated circuits are Supported in this framework for 
Some embodiments. The night light (or other devices) have a 
removable insert that contain security chip decoders, in one 
embodiment. See FIG.22. Ser. No. 10/434,948 teaches meth 
ods to build secure, OS free chips, FIG.30-31. 

Chirp broadcasts emanating from chirp routers contain 
multiple signatures and payloads. Chirp routers may send 
them as single tunes, intended for one device, or a container, 
intended for multiple clients of the chirp network, akin to the 
VOIP container described in Ser. No. 1 1/266,884, 11,088, 
330, FIG. 12. 

Consider security in these typical scenarios Supported by 
embodiments of the instant invention. 

1. Single tune for single chirp device: In one embodiment 
there are three chirp devices on a local network (wireless or 
wired). They both have three ring tone signatures and five 
tones for payload data for a total of eight ring tones. It is 
unclear to Snoopers, which machine is being addressed when 
a single eight ring tone tune is sent. 

2. Bulk container for multiple chirp devices. Note that 
signature ring tones and payload ring tones are indistinguish 
able without some knowledge of the devices communication 
needs. Further, the order in which the tunes are concatenated 
to produce a “bulk container' is immaterial to the devices. 
They take what they need and throw away the rest (like 
pollen). But it is obfuscating to Snoopers. Hence randomizing 
the order in which tunes areassembled into the bulk container 
is a simple yet effective security measure. Further, in one 
embodiment the entire (IP based) container is be encrypted by 
temporal keys using well known IP based encryption meth 
ods. 

3. Obfuscated Mode: In another embodiment, a third chirp 
device is added, a fiveringtone, fifteen ringtone device (a total 
of 20 ringtones). It is clearly distinguishable from the 8 ring 
tone devices. However, like pollen, devices take what they 
need and throw away the rest. Hence the chirp router, as a 
decoy mechanism may send out 24 ringtones, with irrelevant 
packing at the end of the 20 ring tone data. Now, it is unclear 
whether it is a bulk mode transfer for three eight ringtone 
devices (38–24) or one 20 ringtone device with padding. 
Even if the snooper knows the types of chirp clients in the 
network, the secret handshake in the “pollen' remains secret, 
decipherable only to the initiated. 
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More complex forms of encryption are possible by using 

the ASIE Information Elements in the IP based wire-less 
radio beacons, in other embodiments. There are embodiments 
using both an IPlayer encryption and Chirplayer encryption. 
In different embodiments each of the layers has temporal keys 
which are periodically reissued. The chirp layer is not bur 
dened by a preexisting, public protocol. Transmission 
encryption and other security are arbitrarily simple, complex 
or nonexistent, in different embodiments. FIGS. 19-20, 30-31 
relate to methods previously taught to remotely manage 
secure devices. 
Where Chirp devices reside inside a local network is not 

public knowledge. Their routing is a function of both the IP 
address of their parent chirp node/router and chirp device 
signature. 

Chirp Signature, protocols, internal routing information is 
accessible only within the local area network and restricted 
access to authenticated members only, typically router 
embodiments that manage the devices e.g. night light, Smart 
phones et al. 
Temporal Names 

In one embodiment, routers may employ a distributed 
DHCP IP addressing scheme with inherent conflict resolu 
tion, FIG. 29. They are capable of autonomously changing 
their current IP addresses and privately communicating this 
way within their local IP networks. They are also internally 
capable of changing IP addresses for their IP clients and those 
IP to chirp tunnels that connect chirp devices to IP addresses. 
Finally, they may also request listen-capable chirp devices to 
change their “names' and even teach them a new equivalent 
Vocabulary, in one embodiment. Thus a traffic light Swaps 
“green” for “red' only the router or its agents knows that 
red now means go. 

If an IP based tunnel/socket needs to be established for real 
time interaction with a chirp device, it is the router, using 
DCHP, that makes a temporary IP connection available, per 
methods taught for temporary and mobile mesh networks, see 
Ser. No. 12/352.457. Thus all “contact” is router managed and 
the router is secure in several embodiments of the invention. 

Pollen is moved based on its chirp signature or its explicit 
naming of an agent/flower. Where it goes is managed by the 
router. Only the router network knows both pieces of the 
puzzle (sender “color” and subscribers for those “colors'). 
Further, in a receiver oriented world, only the destination 
address (e.g. Agent-ID) need be known to the router. It cannot 
decipher the contents. Only subscribers/agents at the final 
destination know how to unlock the pollen's message. 

For enterprise level chirp security there are multiple alter 
natives. Temporal ring tone sequences, generated by the rout 
ers, may be added to chirp signatures. At each hop they may 
be replaced by another (thus only adjacent routers know each 
others keys). Or network level keys are distributed, by IP, 
from the Enterprise and their agents. They are known only to 
those in the trusted network and are periodically changed. 
Without this additional key, all chirp communication is unin 
telligible. A simple 2 or 3 light flash or ring tone sequence, 
sent by the routers, thus suffices in one embodiment. If the 
routers are using beacons to inform chirp devices of their 
presence, then this data could be in the beacon chirp. Since it 
is a temporal key, hacking it has limited value. Further, the 
chirps do not need to be encrypted on a packet basis. Con 
tainer level encryption may be sufficient, for those embodi 
ments, thus reducing security key distribution complexity. 
This reduces the complexities of large scale security key 
distribution and its management. 

Secure interpreter cards offer a portable form of device 
security for one embodiment. Machines chirp terse status and 
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error codes. These are received by a meshed network of night 
light routers or their agents. Removable Interpreter cards may 
be installed in the slots, FIG. 17, 22, 26. Chirps can be inter 
preted and translated at multiple locations of the logical mesh 
network tree, including at the router itself. Further, the cards 
and their agent may have limited access privileges to the chirp 
data. Hence multiple agents/cards may be needed to get the 
full message decoded. 

Unauthorized entry into the router also changes very little, 
unless you can permanently change where it gets its Sub 
scriber base map. But this is periodically supplied by the 
Enterprise, heavily encrypted from the IP side of the chirp 
router/bridge. “Dongles' inserted in “back slots of routers, 
FIG. 17, 22 are embodiments that are highly sensitive to 
security. 

In one embodiment, secure Software upgrades to chirp 
devices and the router follow the same method taught in Ser. 
No. 11/088,330, see FIG. 18, 19 and in Ser. No. 10/434,948, 
FIG. 30.31. Dongles may be used in the router slots or USB 
hubs to provide access only when inserted. 
An interpreter card, in one embodiment, is inserted in one 

of the many slots (front and back) of the night light or router, 
FIG. 16, 17, 23 26. When leaving the home, the end user 
removes the cards. Note that in one embodiment the "card' 
could also be a proximity chirp from an authorized device e.g. 
smartphone or dongle on the end user's key chain. When that 
chirp is heard, chirp routers are active. 

In one embodiment, the same security card is used at a 
second location, such as at the end users office, to perform 
similar interpreter functions. Thus secure communication is 
portable across home and work environments. And, in some 
cases, the smart phone suffices as the "card.’, engendering 
secure voice and data communications, authenticated by 
Smartphones at both end. Since the mesh nodes/routers also 
manage regular IP traffic, both types of devices are accessible 
to the card, for secure inter-device communication. 

In effect the interpreter cards are used as a common home/ 
office entry key in these embodiments. Further, the same card 
may have a separate section that filters out chirps from unfa 
miliar or unauthorized devices. It is then also acting as a 
firewall for both chirp and IP devices. Multiple cards, work 
ing together, can Support complex collaborative efforts, 
involving both humans and machines, FIG. 26 and described 
in the associated application. 
Extensible Chirp Vocabulary 
Humans generate generic concepts, based on words strung 

together to form sentences. Concepts are complex and to 
communicate them human conversations can be tediously 
verbose hence the adage: a picture is worth a thousand 
words. Machines, in contrast, are purpose built. Their 
“vocabulary” is limited. What they wish to convey is purpose 
ful and terse. For example, automated traffic lights can effec 
tively communicate with just four states (red, orange, green 
and black for inactive/malfunction). Chirp device transmis 
sions are also designed to be terse. They are intended for 
purpose-driven communications e.g. Machine-to-Machine 
(M2M) communications. 
The stringing together of complex concepts is a sequential 

process. Hitherto, prior art in networking has focused on 
Human-Machine communications. They were designed to 
Support verbose (large packet) communication, but at the 
price of inefficiencies for small packet transfer (e.g. VOIP). 
At an abstract level, all IP based communication is essentially 
faster Morse code. 

Machines, in contrast, may also have a lot of data to 
report—like a core dump—but this is the exception, not the 
rule. Most of the time simple red, green or orange "chirps' 
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Suffice. Further, since machine states are limited, Small 
Vocabularies are adequate. For example a color based lan 
guage can concisely communicate many shades/hues/mean 
ings tersely: complex shades of red sent from a single LED 
can communicate a lottersely/swiftly, without lots of words. 
Thus Chirp device communication may be short (for coex 

istence) but rich in meaning. In some embodiments, the 
devices are also capable of faster parallel communication. A 
databyte is a sequential ordering of 8 bits of data. A serial port 
transmits 8 pulses sequentially. An 8 LED parallel port, on the 
other hand, “chirps' once. Advanced LEDs or audio devices 
therefore transmit, in parallel, large packets of data in one 
chirp. The chirp bandwidth is dependent on the resolution of 
transceiver to send and decode the “parallel' port data. 
On major drawback of quick parallelized data flow is it can 

be easily missed. TCP/IP like protocols may be implemented 
to resend data but it defeats the objective of coexistence with 
verbose (sequential data) IP dance partners also operating in 
the same spectrum. Instead, like birds, repetitive chirps 
ensure that at least a few chirps are heard. Also, like pollen, 
the embodiments of this system err of the side of sending 
more repetitions in the hope that at least that a few bear seed. 
This implies, like Allergy season, a timed broadcast “storm.” 
Further, like pollen, the data is receiver oriented, so, like bird 
chirps, everyone can hear it but only intended receivers can 
decode it. Pollen can travel light. 

Chirp vocabulary is driven by what the devices wish to 
convey and since it is receiver oriented, it can be as simple or 
complex as needed. However, if chirps are using the same 
frequency spectrum, these chirping “radios' must broadcast 
short bursts, repetitively and randomly. “Chirp aware' 
devices, unlike their advanced Wi-Fi and Bluetooth cousins, 
emulate limited agile/polite behavior. 
“Small Data Feeds Big Data 

Chirp sequences (in parallel or serial flow) form “tunes’. 
Tunes are used as signature patterns and data payload. Or a 
concatenated and encrypted version of both, where encryp 
tion includes delayed transmission as in Syncopation. In one 
embodiment, two tunes are really a jumbled version of one 
secret handshake, where even the silence may have meaning, 
known only to intended receivers. 

While humans can hear birdsong, the chirp sequence 
“meaning is known only to the birds. We can draw conjec 
tures but since signatures and payload are both tunes, it is 
unclear where one sort of tune melds into another. Hence 
humans can hear all the myriad bird conversation in the park 
and yet understand none. We have not been provided the 
secret handshakes. 

Bird chirps respond to changes in the environment. For 
example, a catwalks through the park. Our eyes follow it. Our 
ears notice how the chirps follow the cat’s motion as it moves 
from one tree to another. Chirp tunes will change both in the 
sequence oftones and their intensity. We therefore, as Snoop 
ers, may be able to discern activities common to the same 
consensual domain because we are matching patterns in two 
different sensor domains (eyes and ear). We are putting two 
and two together. Multiple sensor fusion drives our inference 
engine. 
Over a month, the cat may visit different parts of the neigh 

borhood. There are trend indicators there but the sampling 
duration may need to be months to accurately pin point 
“affected regions. The quantity of data to be analyzed is 
considerable. Some may need to be stored and reviewed later 
by the big data analysis engines that are predicting trends 
based on past history. 
Over time, it is noted that these “small data pattern repeats 

itself around dusk most nights. "Big data engines may then 
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infer that a nocturnal animal (e.g. cat) is causing "distur 
bance' in the “reference signal Thus “small data, un-intelli 
gible to us, is processed into more coherent form, which in 
turn is used to draw conclusions about the environment not 
transmitted perse in each 'small data transmission. 

Putting Small events together to infer a complex event or 
trend is difficult. It may require a control system component, 
Bayesian reasoning, to filter out the noise from reference 
signal disruption. This is taught in collaborative framework, 
see FIG. 26, Ser. No. 13/571,294 et al. Further, 61/615,802 
teaches techniques for detecting deviations from reference 
signal patterns and reporting them for further processing to 
higher layer functions. “Small data events, based on obser 
vation, are thus recorded and sent “up' for “big” data analysis 
and action. In embodiments of this system, Small events feed 
complex event analysis. 
The night light routers of one embodiment of this invention 

are like node branches in a park of other trees and birds. The 
router hears chirps of birds in its network of branches. At one 
level the router simply has to know which subscribers care 
about which chirp signatures and arrange for buses or 
“winds to carry the chirps to them. However, it is also a hub 
for its bird subscribers. Further, it provides disembodied 
intelligence and storage for these simple devices—like holes 
in its trunk for nests. Each tree and its branches form a root 
and relay mesh network. Each node in the chirp network mesh 
tree is a logical first level filter for interpreting small data 
birdsong. 

In one embodiment, Chirps include signature (e.g. like 
device names) and payload. Payload and signatures are 
melded to form tunes, in one embodiment. Tune payload may 
include short directives (scripts) sent as series/parallel pattern 
of chirps e.g. encryption, security signatures, data payloads, 
commands, data requests, software upgrades or real time 
diagnostic conversations. Like VOIP phones, chirp devices 
and remote customer Support centers establish a real time 
tunnel to talk in secure chirp languages, in on embodiment. In 
other embodiments, they even Switch languages and continue 
the conversation easily—recall that machine states are terse 
and purpose built—their vocabularies are concise and there 
fore can be remapped to other "colors' or ringtones easily. 

Chirp directives are called tunes because in a receiver 
oriented world, only specific devices can “dance' to the 
“tune' those that know the secret handshake. Tunes are 
(secure) agents that know bird speak. Further, end devices are 
purpose built and OS-less, FIG. 30-31, in one embodiment. 
They dance only to specific tunes from “mother.” In some 
embodiments, the system components may be capable of 
“changing their tune' (e.g., mode of operation) based on 
directives from the “mother' or “mothers.” At any point in 
time, however, these tunes are ant-like collaborations: simple 
robust stimulus-response pairs. Like traditional get-set pro 
tocols, each tune has a specific dance partner. 

Tunes typically perform simple tasks. They are ant like in 
abilities—a tune is not complex construct like a song. How 
ever, working together, they perform complex tasks, or com 
plete songs, like Super organism e.g. anthills. 

These tunes/agents, intelligible only to authenticated chirp 
routers, may also contain application specific inference 
engines as described in Ser. No. 13/571,294. In one embodi 
ment, they are interpreters for encrypted “short hand.” 

For example, in one embodiment, the kitchen night light 
router is directed to forward only exceptions: no news is good 
news. An installed tune states that, as long as at least one chirp 
is heard and it is not a red flag, the router does not forward it. 
Another installed tunefant, for another subscriber, states that, 
at midnight, 24 stored chirps should be sent, so it may "plot 
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the hourly pattern. This “tune' uses local storage and time 
stamping, heartbeat sequence numbers etc., see Appendix A. 

Other ant-like tunes, in other embodiments, may include 
post office like services: hold some mail for a period of days 
but forward others, discard others etc. A variety of conditional 
transport mechanisms are thus Supported. QoS equivalent 
tunes may drive bus schedules and polling frequency, based 
on pollen types (chirp signatures) and their Subscriber size, 
urgency and interests. Note that all the heavy lifting is at the 
router—the end devices are still thin client. 
At a more macro level, in other embodiments using distrib 

uted collaborations, FIG. 26, may include collaboration from 
ant-like tunes operating on other routers. For example, the a 
router having a battery backup, the kitchen night light notes 
no chirps were received from kitchen appliances in the last 24 
hours. In this embodiment, the router is aware that it is run 
ning on battery backup and that chirps were expected at 
regularintervals. Before filing multiple repair request reports, 
a collaboration tune request that the kitchen night light confer 
with the living room night light embodiment, a Samsung TV 
via the powerline network. The Samsung TV confirms that its 
devices are fine. Bayesian Inference and causal reasoning 
engines, correctly infer that the kitchen fuse has blown. If so, 
further causal reasoning indicates that perishables in the GE 
refrigerator are suspect. The home owner is informed via his 
Smartphone. No repair reports are made, other than to notify 
of a potential overload condition. Thus, application specific 
intelligence at the chirp router level reduces customer Support 
overhead and false alarms. Simple ant-like collaborative 
agents, working together engender complex reasoning from 
simple messages or even the absence of simple messages. 

Multiple tunes thus support dynamic and diverse needs of 
multiple subscribers, without unduly burdening the network, 
since only requested exception packets and/or clones of pack 
etS are Sent. 

Further, packet cloning along a route is managed by each 
router on a need to know basis, in one embodiment. Where a 
fork is needed is event based, since the publisher-subscriber 
relationship is dynamic and transient. Subscribers may direct 
a Mother (root) node to remove some of its publishers from 
the “follow' list. Some, en route, will be removed at the next 
bus stop. Thus a dynamic bus schedule based supply and 
demand alignment is constantly taking place—e.g. contain 
ers traveling north as one convoy, now split into eastward and 
westward containers and combined with other fellow east 
ward and westward bound containers to form a more efficient 
bus convoy. Thus, efficient repackaging and pruning of rout 
ing paths, as described in FIGS. 12, 24-25 and 27-28 address 
multiple scenarios including periodic chirps, mobile device 
communication and temporal mesh network clusters. 

In a Subscriberdriven Supply chain, QoS etc is dynamically 
defined by the subscriber and their agents (e.g. Tunes) Recall 
there is no static QoS value inherent in chirps, vs. for IP 
packets. Chirp pollen are simply directed to the appropriate 
“yellow' buses, from one bus station to another along their 
route to subscribers. Only Chirp routers within a local net 
work know bus schedules and/or if a chirp packet was placed 
on a bus. Further, this type of data may be accessible only via 
secure IP based protocols, Malicious or malfunctioning 
devices, either chirp or IP cannot manipulate device routings 
because these are event driven and dynamic. Rule driven 
event based systems are hard to “crack' explicitly stated 
bus schedules don't exist, so cannot be "stolen” or manipu 
lated. 
Rich Chirp Streams: 

Routers are intermediaries between “small data publish 
ers and their “big” data consumers (machines and humans). In 



US 9,258,765 B1 
31 

addition to routing, authenticated routers serve as distributed 
“big” data agents. Interpreter “tunes’ correlate patterns and 
map different types of “events'. Big Data tunes, resident on 
the routers, monitor chirps and correlate "cat events' to cor 
responding birdsongs/tunes in their tune pattern library. 

In one embodiment, the same small event feeds multiple 
complex event analysis and prediction engines. No one single 
Small event is significant (and can be missed), but a Swarm of 
them is a noticeable trend. The interpreters at the router nodes 
are data sieves/filters and in effect are also virtual "rich' chirp 
publishers to subscribers above it in the information food 
chain—feeds on data to generate actionable intelligence e.g. 
trending. 

The multiple small event chirps may feed into an inter 
preter that chirps a simpleyes or no, terse but rich' in content. 
This data "richness” is possible with interpreters residing at 
edge routers (both root and relay nodes). Inference Intelli 
gence is distributed with collaboration between the layers, all 
the way from edge routers up to core routers—big data analy 
sis systems. A hierarchical, distributed tree based collabora 
tive control system emerges, as the embodiment shown in 
FIG. 26. 

Communication can thus be both terse and rich throughput 
the collaborative ecosystem. It can be sporadic, intermittent 
or periodic. All of this drives control signals in an adaptive 
distributed communications and control network, FIG. 1, 26. 
Some chirp devices, in one embodiment, use rich chirp 

shorthand, periodically, like VOIP packets, to communicate 
periodic updates or participate in a remote diagnostics ses 
Sion. Sometimes the time delay between transmissions mat 
ters (e.g. whya Mars rover needs onboard intelligence). Mov 
ing number crunching and interpretation closer to the Source 
also ensures that context is not lost in translation in a rich 
chirp to its interpretations along the tree. There is less traffic 
on the IP highway and also more “relevance' and context to a 
chirp closer to its source. Given that in embodiments of this 
system, intelligence is clustered in routers—end devices area 
thin client or even an OS-less one. This is win-win at multiple 
levels (e.g. lower costs, collaboration ease). 

Consider video surveillance. Today, IP based cameras for 
ward raw feeds to a central location. This is thin client but the 
data is not “rich. In an embodiment of the invented system a 
Video Surveillance systems include Smarter cameras con 
nected through a chirp mesh network. Each camera has been 
taught what an intruder pattern looks like, from its own chirps 
and those of its adjacent mesh nodes. When any camera 
detects an intruder, it sends out abroadcast chirp. All cameras 
in the community network are alerted and “follow the 
intruder, based on taught entry and exit paths in the building 
and their locations. Finally, a night light embodiment receives 
the salient footage from each camera, from their mail boxes, 
in one example. The router contains the Substantial Software 
and hardware to assemble these simple messages and present 
the information to the alarm system or to the human operator. 
The end result is a pieced together video that takes up where 
the last camera left off. This is forwarded to subscribers (e.g. 
Police). 

Thus rich Surveillance chirp stream overhead is signifi 
cantly less than central monitoring of multiple “dumb' cam 
eras requiring the capacity to Support raw IP video feeds sent 
centrally. 

Further, only exception handling is being sent over IP all 
internal communication is chirp based, local and contained, 
in the present embodiment. If a broadcast storm does occur, it 
stops at the mesh tree nodes (routers) which containerize the 
chirps. 
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Thus turning off errant Zone of “things' is managed at the 

nightlight parent node for client chirp device relays and 
device subtrees in the logical mesh network tree, FIGS. 9, 22. 
Note that the nightlight is multi-lingual and messages to turn 
off/on chirp devices are not decipherable by those “rebel 
chirp devices—IP based encryption is foreign to them, they 
have no IP stack. They also have no access to IP transport 
except through the night light. 

In one embodiment, these chirp streams are stored in com 
munity mail boxes on routers. There, they await the next bus 
for their journey to subscribers. The chirp is terse e.g. yes, the 
cat has entered my region and this is the cats current location. 
Big Data systems take that "rich chirp stream, of small 
“events” and interpret it to make sense of complex events. 
This is made easier when Big Data agents have defined the 
“tunes' directives that end devices are dancing to. They know 
exactly what is being said. 

Thus rich chirp streams, periodic, or sporadic, are sent to 
multiple subscribers, each of which has different and possibly 
very diverse interests and “tunes' Further, demographics are 
complex—GE or Samsung refrigerator chirps are interna 
tional. Over the IP network, chirps are available for consump 
tion and complex analysis, anywhere. 

In a collaborative ecosystem of one embodiment, FIG. 26, 
multiple"rich'chirp events are concurrently feeding multiple 
big data analysis engines providing layers of intelligent 
analysis. Further, in a trusted network of one embodiment 
they are also privy to each others findings and interpreters to 
arrive to larger trends that affect them both. Symbiosis is 
mutually beneficial. Thus, it may be discovered that GE 
refrigerators are being bought by people who own Samsung 
TV's perhaps a common customer support center is mutu 
ally advantageous. Further GE and Samsung may collaborate 
so their chirp signatures and Vocabulary/tunes do not over 
lap—thus reducing the need to change frequencies (e.g. the 
garage door opener dip Switch setting changes). This would 
improve Customer Satisfaction, a shared objective. 

Returning to the video surveillance embodiment, with dis 
tributed intelligence, weak points in the perimetersecurity are 
identified for future repairs at the same time that the police 
department is notified. Thus rich chirps, in this embodiment, 
drive complex events and result in multiple responses. Supply 
chain logistics efficiencies are extended by interpreting rich 
chirp streams running closer to the Sources. The Nightlight 
embodiments are logical hubs. 

Centralizing intelligence at hubs reduces the cost of pur 
pose built chirp like devices yet together, device and night 
light provide the same functionality as more expensive gen 
eral purpose devices. Thus an infra-red camera, purpose built 
to cover a perimeter, is lower cost than a generic purpose raw 
video camera. The purpose-built camera is ant like, but with 
collaborative agents, equally competent. 

Returning to the birds in the park analogy, consider one 
bird atop each tree, responsible for reporting intrusions in 
assigned regions. The infra-red birds chirp periodically, a 
heart beat, stating they are alive. It is low power, sufficient 
only to be heard by a “buddy' bird, charged with reporting an 
exception error in case its buddy dies. Thus co-channel inter 
ference is curtailed. Adaptive Power Control methods are 
described in Ser. No. 10/434,948. Chirps are local and “con 
tained.” 

Continuing the example, an intruder is detected. Like birds 
in the park, chirp Volume and chirp effective range increase. It 
is propagated by repeater relay nodes and reaches router/hub, 
FIG. 22, Tunes convert chirps to English and inform humans. 
Thus low cost, purpose built ant like rich chirp devices can 
provide Zone based security at a fraction of the hardware cost 
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of more generic IP based devices. Further, like buddy sys 
tems, one device can watch over another's domain and pro 
vide sleep and wake-up tunes. Thus changing of the guard is 
also supported in a not “always-on' world. Purpose built 
chirp devices, like ants, can provide anthill like complexity, 
at costs lower than their generic, IP based cousins. 
Managing Blind Chirp Contention 

Using methods taught in Ser. No. 13/571,294 et al., in one 
embodiment, the routers are like School teachers, managing 
the unruly chatter of school children. Some are "chirp aware' 
and self-directed to be more polite and agile. They need less 
“retries.” Other simpler devices are chirping blindly. Being 
random ensures that deadly embraces are avoided by two 
devices chirping at the same time. However, blind chirpers, 
like unruly School children, may cause temporary contention 
with others, sharing the same classroom. 

Randomness reduces the chances of the blind chirpers 
creating habitual noise during periodic bulk transmissions, as 
shown in the embodiment of FIG. 24. Further Improvements 
to reduce blind chirp interference include the following 
approaches in some embodiments: 

1. Move blind devices to another “band’ e.g. from Wi-Fi to 
Infra-Red, FIG. 22. This reduces blind interference but 
requires that chirp based mesh nodes and routers also support 
multiple “bands’ This improves versatility regarding device 
Support. It also increases capacity and bandwidth. Duplex 
communications are also now possible on the two separate 
channels see FIG. 7,8,9. 

2. Upgrade some chirp devices to “listen/see' capabilities 
so they are less clumsy on the transmissions dance floor. 
Application Ser. No 1 1/266,884, for example, teaches meth 
ods related to listening for beacon prior to transmission. 
These beacons contain Application Specific Information Ele 
ments (ASIE). ASIE provide cues for when best to chirp, for 
example in one embodiment. Further, chirp routers and 
access point equivalents can tell their clients when they are 
available to listen to them and/or request silence them in the 
interim. Like police car sirens, they send a “silence’ com 
mand, requesting that devices be silent till a mission critical 
transport has completed. Chirp routers may also request cli 
ents to 'sleep' and then provide a persistent wake up clarion 
call when they are ready to receive their data. Variations on 
these themes are taught in Ser. Nos. 1 1/266,884, 11/088,330, 
1 1/818,899. 

3. Provide simple accessible settings. Garage door openers 
in cookie cutter neighborhoods occasionally can open other 
homes unintentionally. The owner changes the dip Switch 
settings on their controller, thereby reducing this uninten 
tional interference. In one embodiment, Chirp routers direct 
human to modify factory default settings on chirp devices, if 
needed. This was addressed in Ser. No. 13/571,294 and its 
references. 

Thus, devices, like school children, need not all be polite/ 
agile “chirp aware.” If they are capable of receiving simple 
“stop’ or “go' instructions, the edge router school teacher is 
capable to managing the interference environment proac 
tively. Scheduling the interactions may be as simple as round 
robin scanning techniques described in Ser. Nos. 1 1/818,899 
and 11/088,330, see FIG. 13-17. Further, chirp aware devices, 
like good students, take charge of unruly ones, in one embodi 
ment. Adaptive Power control is used in one embodiment so 
blind chirpers “whisper their chirp/states to more sophisti 
cated neighbors, who, like good neighbors, propagate their 
chirps in timely fashion, potentially bundling it with their 
own. Thus buddy systems between polite and unruly chirp 
devices help maintain decorum in the classroom. 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

34 
Chirp Aware Devices 

Very simple chirping devices, like Infrared LED based TV 
remotes, don't need to chirp constantly-their human is closing 
the loop for them. One short burst of chirps is sufficient for a 
button press. 
More complex chirp devices may pack more data into each 

short chirp. Consider an 8 LED parallel chirp, conveying 8 
bits each chirp. Chirps may thus be short and yet "rich' (e.g. 
parallel 8 LED chirp has 8x more data in a single flash thana 
single LED flash). 

These “rich chirps eventually need to be converted to 
digital sequential bit based data packets, to travel on the IP 
based section of the logical network tree. There are tradeoffs 
between using one 8 LED chirp flash (fast and less obtrusive 
or collision prone) or a laborious sequence of 8 one LED 
flashes (slower, more obtrusive or collision prone but uses 
simpler firmware). If Serial Chirp devices chirp often, they 
should be polite: more collision or chirp aware, choosing 
chirp times wisely. 
As an analogy, sparrows chirp frequently and blindly. 

Wiser birds, like owls, listen and wait till “winds' are in their 
favor and there is less “noise' or collisions from other birds. 
This improves their signal to noise ratio, reduces transmit 
power, increases effective range. Fewer repeats are needed. A 
few owl hoots, in the collision free silence of the night, propa 
gate effectively because the “Chirp Aware device times its 
chirps intelligently to occur in collision free time Zones. 

Further, in embodiments where chirp devices can listenand 
be directed, the parent router may direct them when to chirp, 
thus Supporting reservation time slots. Lastly, devices chirp 
may be assigned sequence numbers So broadcasting is man 
aged, using the sequence numbers to avoid flooding. Appen 
dix A teaches relevant methods to improve chirp propagation 
using heartbeats sequences. Thus as long as chirp devices, 
like school children, can follow direction, they do not need to 
be intelligent or aware of the transmission status of the entire 
system. 
Some embodiments use pollen chirps which have a finite 

relevant “life.” Working backwards from how urgent timely 
delivery is to the aggregate Subscriber, the logical mesh tree 
topology is aligned, FIG. 1 as is the bus size and frequency of 
departure, FIG. 12.24. In this logistics supply chain between 
Suppliers and demanders. Aggregate demand is calling the 
shots at each bus stop. The system is attempting to stay in 
dynamic alignment at each router along the path. Aggregate 
Supply/Demand Alignment and the arbitration and auction 
ing mechanism, employing collaborative scheduling, is 
taught in FIG. 26 and Ser. No. 61/615,802. 

Thus, since the pollen is being containerized and repacked 
at each bus stop, changing Subscriber demands are incorpo 
rated in real time. The bus journey may seem more meander 
ing, like searcher ants, than a more directed and predictable 
path of an IP packet with static and preset destination. But this 
approach, with stops along the way, at each bus stop, ensures 
that both routing and Subscriber interests are in alignment. 
Routing issues related to congestion along the IP highway 
(e.g. accident) is addressed by adaptive mesh network topol 
ogy, dynamic load balancing et al., taught in Ser. No. 10/434. 
948. 
Changing destinations of entire bus loads (e.g. hospital, 

now, not the school), is an extension to IP based networking. 
Next generation IP protocols may allow senders to include 
both a specific IP address (default setting) and a more “fuzzy' 
suitable wind direction to aid pollen to: 

a. travel more efficiently (fewer hops, low latency) and/or 
b. travel more cost effectively (bulk, latency-indifferent 

delivery) and/or 
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c. travel more reliably (e.g. TCP/IP like services ensure 
packet delivery) 

Wind carrying pollen change directions based on demand. 
Publish-subscribe “demographics” is reviewed by “big” data 
inference and analytics subscribers. They predict trends that 
may feed back into the alignment driven control system. 
Collaboration topologies, FIG. 26, change accordingly. The 
logical meshed network trees FIG. 1, 9, 22 changes connec 
tivity in response. The radio and protocol agnostic mediation 
layers, FIG. 20 at each network node, enable scalable distrib 
uted control. 
Chirp Aware Routers 

Chirp Routers include chirp-to-chirp routing and also 
bridging across chirp and IP based devices. 

The bridging includes wire-less (e.g. Infrared, Sonar, Wi 
Fi, Bluetooth, Audio et. al) and wired connectivity devices 
(e.g. power line, Ethernet, serial/parallel cables et. al). 
Logical Radios: 

FIG.22 shows an embodiment using a bridge provided by 
an edge router that is both Chirp and IP protocol aware. The 
bridge 2216 transports chirp devices operating with low cost 
infrared LED transceivers, transporting data through the 
nightlight embodiment, via Wi-Fi into a wired network 2212. 
Some devices in the bottom “infrared” layer of FIG. 22 

have Wi-Fi radios (e.g. laptops, TV). They use the same 
physical Wi-Fi radios for logical radio chirp and IP transmis 
sions, in one embodiment. One physical radio Supports 
diverse media access protocols (MAC) concurrently. Logical 
radios FIG. 7-9 and protocol agnostic control layers, FIG. 20 
enable this. Hence, Wi-Fi radios, "upgraded to support both 
Wi-Fi and chirp protocols, can now communicate over two 
different protocols, for different packet sizes, latency, retry 
and reliability requirements. How the two coexist is a matter 
of collaboration. For example, the dance partners may agree 
to not stub each other's toes: this means that VOIP like chirps 
are bulk shipped and/or Chirps are directed to be sent during 
silent periods e.g. IFS spacing times. Alternately, chirps, 
being short, may be included in the Beacon Information Ele 
ment section. Lastly, more Wi-Fi physical radios may be 
added, like more lanes on the highway. The mesh bridge 
device, in one embodiment, has slots for dedicated chirp only 
road/channel see VOIP radios FIG. 7-8. Thus multiple physi 
cal and logical radio combinations are Supported in modular 
embodiments FIGS. 9, 17, 23, 26. 
When the slots are limited, one Wi-Fi radio may be used for 

both chirp and IP packet flow. Chirps speak "foreign 
tongues, unintelligible to all except their agents. Further their 
transmissions are being managed at the router level. Thus, 
next generation Wi-Fi devices, as embodiments of this system 
include chirp-aware features—chirps sent in the quiet times 
of IFS spacing, known to Wi-Fi radios and managed by the 
router. In another embodiment the chirp is digitally encoded 
in the ASIE section of router beacons. Further, the smarter 
chirp devices can be directed to time their chirps like smart 
VOIP phones, FIG. 24, in yet another embodiment. As 
described in a later section, the Access Point may also send 
out an anticipatory “incoming siren like warning, using CTS 
packets, to silence Wi-Fi client, if it knows/surmises chirp 
periodicity/patterns. Many options thus exist for concurrent 
chirp stream and IP transmissions using one transceiver pair. 
Logical radios and protocol agnostic control layers Support 
using the same physical radio but different Media Access 
Control (MAC). 

These chirp aware routers also manage efficient bulk pack 
aging and scheduling of buses of VOIP like chirps per meth 
ods taught in Ser. No. 1 1/266,884 FIGS. 24-25 and Ser. No. 
11/088,330, FIG. 9. The mediation layer, FIG. 20, supports 
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36 
both stationary and mobile nodes, FIG. 14-17. Methods 
employing Chirp equivalents of SIP registries is taught in Ser. 
No. 12/352.457, FIG. 27. Thus, chirps may more efficiently 
be directed to their agent/subscribers without unnecessary 
brute force means like broadcasting. 

Mobile Agents may not be currently resident on the system. 
Methods Supporting persistent and temporal mesh networks 
are taught in Ser. No. 12/696,947, see FIGS. 28-29. These 
methods are relevant to both chirp and IP based chirp devices 
(e.g. VOIP). Mobile and intermittent connectivity devices are 
linked through mail boxes and persistent mesh networks, see 
61/148,809, FIGS. 27-29. Routers can provide a logical and 
convenient post office and local Support center hub. These 
edge routers are also fellow collaborators in the flow of small 
data stream fish upstream to bigger information pools. 
Beyond bridging and routing, chirp aware mesh nodes 

provide disembodied machine intelligence for low cost and/ 
or blind devices. The cost of making blind devices agile/polite 
is avoided. Like a School teacher, the nightlight embodiments 
provide order in the classroom. Chirp listen-capable devices 
are told to stop and go so they do not interfere with important 
transmissions, see FI. 24-25. With heavy lifting relegated to 
routers, chirp based end devices may be lower cost and “thin 
client'. Computing and storage needs are entrusted to others 
in the “social network' community FIGS. 22, 26. Thus, the 
Apple TV box can also, with additional memory or “tune” 
slots, support chirp based collaborations. Note that through 
USB serial ports, routers service low cost chirp devices with 
no IP stack, in one embodiment. 

Ant-like Scheduling agents e.g. 'Avoid’ and “Cluster also 
monitor the environment and help minimize blind chirp con 
tentions, in one embodiment. Tree based collaboration frame 
works, FIG. 26, schedule bus route and departure times to 
"avoid’ and “cluster” and manage “Stacking Ant-like Tunes, 
operating through the night light embodiments are thus, col 
laboratively managing the activities of the ants (devices) in 
the ant colony (collaborative distributed network). Like ant 
hills, complex organisms can be built on top of collaborative 
simple ant like “tunes.” Exceptions are addressed at multiple 
levels of the Super organism, through distributed responsibili 
ties but central thought process, in this case managed by the 
secure nightlight embodiments and/or mesh nodes. 

Thus, through nightlight embodiments, both chirp and IP 
collisions are collaboratively managed. 

Further, some chirp aware devices, like VOIP phone coun 
terparts, are capable of timing their transmissions without 
supervision from the nightlight, see FIG. 25. For others, the 
nightlight provides stop and go signals. Note also multiple 
transceivers are supported FIG. 22, 2214. Such devices sup 
port wire-less 2216, and/or wired connectivity 2212 (e.g. 
Ethernet, Power line). Serial USB connections connect exter 
nal specialized secure transceivers. Thus stop and go direc 
tives are received on different frequencies, all part of the 
logical radio and logical mesh tree. 
Multiple Existing Devices are Night Light Possibilities. 

Mobile smartphones, tablets or laptops have the transceiv 
ers needed to communicate “tunes' to and from light based, 
sound based and Wi-Fi and Bluetooth based purpose built 
chirp devices. Additionally, software “apps’ provide interpre 
tation and translation functions between chirp, IP and Hybrid 
Chirp and IP devices, in one embodiment. 

Smartphones from Apple, Google, Samsung, HTC, etal 
support cellular service and/or VOIP and VOIP service (e.g. 
Skype, Google, Vonage). Laptops and tablet computers Sup 
port IP and VOIP. Thus, they may also, serve as routers, using 
wireless and wired IP networking to provide real time com 
munications between chirp devices and Support agencies. 
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Many consumer devices already have multiple transceiv 
ers. For example, most electronics makers provide Smart 
phones, computers, music players, Internet TV appliances. 
The AppleTV and Google TV have Wi-Fi, LED, Ethernet and 
potentially power line reception capability. They can direct 
traffic on both Chirp and IP roads. 

They can thus manage situations where a chirp device 
needs an IP tunnel for diagnostics repair, Like traffic police 
men, they hold IP traffic, enabling chirp ambulances collision 
free lanes. Collaborative Scheduling agents monitor the 
"Stacking’. If Ambulances become more frequent, the con 
trol system topology changes to accommodate it, if needed. 
Thus rich real time chirp streams are viable. 

Further, many chirp capable devices have Infrared and 
Wi-Fi. Like custom VOIP phones, they are taught as dis 
cussed in the embodiments in Ser. No. 1 1/266,884, FIG. 
24-25 to be more agile. Apps, loaded on night light (AP) 
and/or VOIP like devices, may coordinate multi-band duplex 
communications, FIG. 7-8 for remote diagnostics. 
Many devices have touch displays to facilitate human inter 

action. Situation displays, Network management system or 
“dashboard' views, of home/factory network and machine 
states etc. thus Supported by these devices. Some, like Apple, 
Google TV set top boxes access large TV displays. There are 
good night light candidates, as are TVs. Large displays hide 
“antennas' for different frequency spectrum (e.g. 900 MHz, 
Wi-Fi radios, Infrared chirps for added security etc). 

Further these devices also use their internal and/or exter 
nal, removable SD card storage for community mail boxes as 
needed by one embodiment of this invention. They thus pro 
vide a base for mobile, intermittent connectivity devices. 
Many such devices card slots, FIG. 17, provide portable 

secure storage for chirp apps, tunes, mail boxes and other 
payload data. The cards serve as on/off key, in one embodi 
ment, —if removed, associated devices disconnect and/or 
shut down. Further, devices may insist on being “tucked in” at 
night. If their mother “app' does not chirp “Good Night' at a 
specific pre-set time, frequency or GPS location the device 
will sleep until awakened by a mother chirp signature. 

Nightlights also provide disembodied and distributed intel 
ligence for communities of devices. It is the logical place for 
community mailboxes and intra-network collaborations. 
These include the more sophisticated “Chirp Aware devices 
that, like politefagile students, can take care of their own 
collisions with each other. They look towards the night light 
to manage the unruly ones. 

Distributed collaborations, FIG. 26, includes collaboration 
from ant-like tunes operating on other routers. For example, 
the (battery backed) Kitchen night light notes no chirps were 
received from kitchen appliances in the last 24 hours. Before 
filing multiple repair request reports, a collaboration tune 
request that the kitchen night light confer with the living room 
night light embodiment, a Samsung TV via the power line 
network. The Samsung TV confirms that its devices are fine. 
Bayesian Inference and causal reasoning engines, correctly 
infer that the kitchen fuse has blown. If so, further causal 
reasoning indicates that perishables in the GE refrigerator are 
suspect. The home owner is informed via his smartphone. No 
repair reports are made. Thus, application specific intelli 
gence at the chirp router level reduces customer Support over 
head and false alarms. Simple ant like collaborative agents 
worked together to provide complex reasoning. 
Collective Consensus 

In one embodiment, Single chirps are less reliable than 
consensus from multiple sibling devices. Further, hypotheses 
are Supported by corroborating evidence from independent 
observers e.g. the living room router information assisting in 
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the conclusion that the fuse is blown. The combination, in a 
trusted network increases local inference capability. 

There are multiple applications where intelligencefau 
tonomy is needed closer to the end devices. Beyond the issues 
of the need to avoid “round-tripping up to a root node and 
back, proactive response is engendered by providing local, 
application specific intelligence and decision making capa 
bilities near the devices. Solving the “problems' at lower 
levels reduces what percolates to the top. Distributed collabo 
ration methods are discussed in Ser. No. 137571,294 et al. 
Concurrent Conversations 

If a chirp device needs a real time IP tunnel (e.g. remote 
software install) then nightlights provide DHCP based IP 
addresses with inherent conflict resolution for the bridging, 
FIG. 27-29. Further, chirp command channel and IP data 
channel may be separate, FIG. 7-8 but, through an interpreter 
layer in the mesh node, provide a human or IP packet based 
interface to the chirp device. Many Chirp to IP tunnels may be 
created with temporary DHCP address as the stub. 

Chirps are being continuously broadcast, in one embodi 
ment. The Network Management System and/or Diagnostics 
data is thus simulcast where machine participants such as 
Collaborative agents, may offer advice on Scheduling etc. 
Thus chirp routers Support their less advanced and less ver 
satile chirp “country cousins.” The relationship is symbiotic 
since disembodied intelligence of low cost chirp devices 
reduces the total cost of ownership of the entire community of 
devices, both chirp and IP based. Centralizing the intelligence 
at the routers is good, secure strategy for all. 

FIG. 27, from Ser. No. 12/352.457, depicts a real time 
communications network with VOIP phones. In embodi 
ments where routers are chirp aware the methods taught 
therein are applicable. Routers slots that are modular Support 
chirp and IP protocol aware and Support transceiver slots, 
FIG. 22. Hybrid routers may then, with appropriate interpret 
ers provide cross communication between all types of devices 
in the network. 

Night lights thus provide connectivity and interpretation 
layers (described as propagator and integrator layers in appli 
cation Ser. No. 13/571,294). Further, chirp devices with store 
and forward capacity may act as relays for devices not 
directly reachable by routers (root nodes). 

FIGS. 32-33 show a variant on FIG. 13. The devices are 
serving as repeaters and range extenders but use the same 
physical layer to service both uplink and downlink in the 
two-logical radio concept. Thus, in applying the two-logical 
radio concept, the routers listen and then repeat after a delay, 
like birds repeating each others songs. FIG. 32-33 thus serve 
as single radio repeaters in FIG. 14-15. Note that the Mesh 
Control Layer, FIG. 20, in active in all units shown in FIG. 
32-33. Thus, Chirp aware devices serving as propagators/ 
range extenders are also be mesh aware, in Some embodi 
mentS. 

FIG. 13 Label 030 depicts a two radio bridge, with one 
radio as an uplink and another as a single radio mesh AP, also 
referred to as single radio adhoc mesh networking Radio 040 
routing is a graph, not a tree. Tree structures have no loops and 
complications of looping are thus eliminated. Recall that the 
routing table is O(n) in size. Routing updates are much faster, 
even with many nodes in the network. In contrast Radio 040 
is a hub like structure which can involve looping. Routing 
table are O(n2)—they grow exponentially. Updates are 
slower since graphs have loops and minimal spanning trees 
have to be recomputed periodically. Thus, this form of range 
extension is to be avoided in general. However, it is a viable 
and much used form of mesh networking. 
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FIG. 13 units 010, 020 provide bridging. If the two radios 
030,040 are also “chirp aware', then standard IPWi-Fi radios 
may be used for both chirp and IP transport concurrently (e.g. 
chirps in the beacon or silent periods) or Switch range extend 
ers periodically, for both Chirp and IP devices. This is an 
example of dual mode operation: night light embodiment and 
device range extenders. 

Thus existing products and devices, with chirp like trans 
ceivers, are capable of Supporting multiple and dynamic lev 
els of secure human-machine interaction and secure machine 
machine interaction. High Security is inherent in this pollen 
based world. Further, through interpreters cards in the back 
slots of FIG. 22, terse machine-machine communication now 
more easily incorporate human-in-the-loop components, in a 
real time manner, if needed. The birdsong is now comprehen 
sible. 
Human interface is simpler with local in-circuit interpret 

ers, close to devices and the context. System level diagnostics 
of large and often distributed control systems is challenging 
when parts of the system cannot be studied in isolation or 
when local events are not easily repeatable. Duplex commu 
nication and multi-lingual interactions make real time inter 
pretation and analysis of machine chirps easier to follow. In 
embodiments of the system it is easier and faster to catch local 
“bugs” and “fix” them. 

Software Apps' or agents also provide users with status 
reports on the health of their chirp devices on tablets or phone 
routers. These apps include collaboration agents such as 
"avoid’ and “cluster that collaboratively schedule repair 
visits, per methods are taught in 61/615,802, 61/555,400. 

Multiple tunes thus support the varied and dynamic needs 
of multiple subscribers, without unduly burdening the net 
work, since now only "rich chirp exception and/or clones/ 
relays are sent “up.” 

Agent/Tune capabilities span the gamut from simple relay 
propagation through real time interpretation all the way to 
completing transactions in a global Supply chain scenario, in 
different embodiments of the system. Here devices self-order 
replacement parts or automatically upgrade automatically, 
because their human parents have opened an “account for 
them. These devices are now capable of self-healing. 

For example, a newly purchased chirp device is registered 
and software “apps' are downloaded to the owner's smart 
phone. The 'apps' contain tunes for remote diagnostics, over 
the air firmware upgrades, et. al. These apps are authorized, 
by the user, to charge “ringtone' services to her phone service 
account or bank/credit card account, with usual overrides, 
counter signatures beyond a certain limit etc. Thus the human 
in the loop can step in and challenge a device replacement part 
request. For instance. She would rather use those funds to buy 
another type of device. Planned Obsolesces replacement pat 
terns are thus Supported. Notifications of death are also Sup 
ported. Low cost products can chirp before they “die”. 
reminding their owner to replace them, similar to Smoke 
alarms chirping before their battery dies. 

Devices chirp their state to nightlight “Mothers’. Resident 
Tunes can serve as aggregation agents for Enterprise cus 
tomer Support and sales. When a product is purchased and 
registered, the chirp router may "open a subscriber account 
for these chirp signatures based pollen. Thus, the enterprise 
has a secure IP based address through the router that patches 
through a chirp equivalent of a VOIP phone line for it. This 
simplifies remote diagnostics and repair. It also enables a 
centralized Enterprise Server to monitor devices and provide 
after sales services, thus enabling Womb to Tomb remote 
customer Support. Intermittently connecting devices are ser 
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viced through community mail boxes at the “home' post 
office branch (e.g. home base router). 
Womb to Tomb support may require communication over 

the IP bridge with varying degrees of urgency, based on the 
type of customer Support purchased, in one embodiment. This 
is akin to QoS but is subscriber driven and both authorized 
and secure. 
Multiple levels of QoS are supported. 

Consider restaurant food delivery services as a metaphor. 
Their menu, like pollen, is freely broadcast over multiple 
subscribers “channels' e.g. Radio, TV. Web. Consumers visit 
(and "open accounts”) at multiple restaurants on chirp signa 
tures and their individual desires at this point in time. The 
pollen broadcast runs the gamut from lean and simple data 
(e.g. the temperature is 'green') to rich and complex action 
able knowledge (e.g. the cat is in the kitchen). 
Some restaurants have their own delivery “buses” that they 

have leased or scheduled with the bus travel service provider 
(e.g. Chirp routers). The cost of the bus "ticket' is added to the 
cost of the meal delivery paid for by subscribers. Other res 
taurants may suggest the customer contact a trusted delivery 
service (e.g. Waiter-on-Wheels). They deliver the “package” 
per customer QoS. latency and proof of service requirements. 
For example, couriers assure timely delivery (e.g. Fresh 
baked Pizza). 
The nightlight embodiments, with chirp-to-IP and “app' 

based tunes Support multiple QoS levels e.g. courier service, 
scheduled buses and bus convoys, shipping/freight contain 
ers. Recall nightlights provide disembodied intelligence for 
chirp devices and their IP counterparts. That intelligence 
includes collaborating with others to pack in as much into a 
container, whether the container is a special courier, bus or 
train/ship container. Ant-like Collaborative Scheduling 
agents, FIG. 26 using auctioning mechanisms, dynamically 
align pollen Supply with Subscriber demand, 

Tunes/Agents, acting as advocates and agents for their 
owners, can also initiate a “call home' VOIP call between a 
“lost' or ailing device and its support center, through trusted 
router intermediaries. 

For example, the user may be directed to hold the smart 
phone close to a “lost device. The tune then automatically 
calls an anonymous automated answering service. Ringtones 
are exchanged over an inexpensive audio transceiver on end 
devices. Other trusted friend tunes are part of the conference 
call. One is interpreting the conversation in English, using 
Voice synthesis on the Smart phone. If a decision point is 
reached requiring human interaction, the human is asked. 
Thus human in the loop and human override is optionally 
available through Voice or touchpad etc. 

Device pairing, managed by secure chirps, ensures that 
devices in transit cannot be tampered with. Thus, mobile 
chirp devices do not talk to Strangers who don’t sound like 
mother or mothers agents. Further, “lost devices are recov 
erable as long they can recall their mothers chirp. Further, 
Publisher subscriber relationships are multiple and varied. 
Chirp Devices may visit an “aunt', along the journey home 
and in response to her chirps, relay a message from Mother. 
Chirp based secure courier services are thus viable, a more 
modern, Versatile and secure version of carrier pigeons. 
Smartphone and other mobile computers thus serve dual 

roles as routers and couriers. They are servicing an extensible 
iterant chirp and IP device community network with chirp 
to-IP bridging available for immediate, emergency use. And 
QoS is Supported through IP tunneling and through trusted 
chirp to chirp couriers via chirp routers or other mobile chirp 
aware devices. 
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Device pairing renders stolen devices as unusable. Its 
chirps are not understood by unauthorized nightlight. Further, 
if mothers/aunts do not "tuck in their charges at night, they 
may be programmed to “sleep'. Nightlights may also report 
un-paired chirping devices to appropriate authorities. 

The features stated above are embodied in the nightlight, 
see FIG.22 and described in Ser. No. 13/571,294. Note how 
ever that while mobile generic purpose devices (Smart 
phones, tablets and laptops) can provide intermittent connec 
tivity, static and purpose built night lights embodiments 
ensure "always on connectivity for mission critical applica 
tions. Home security and Surveillance is an example. 
Chirp Routing Protocols 

Chirps, like pollen, are often simple and lightweight, for 
reasons explained above. In one embodiment, they use low 
cost and low overhead IR based transceivers, see FIG.22. The 
chirp may be relayed through propagation agents via multiple 
hops. Eventually it reaches the port of entry in the chirp aware 
router—using transceiver slots operating in the same medium 
as the chirp or its relay agents, see slots in FIGS. 7, 8, 12, 16, 
17, 23. 

FIGS. 7, 8 show transport up to the root node using dedi 
cated backhauls for VOIP chirp-like packets and data. In 
another embodiment, the chirp data may be converted by 
agents to travel in another packet format/protocol, see 22 in 
FIG. 9. Then, after the first hop, IR chirp data would be 
converted to Wi-Fi based chirp data formats, see FIG. 22. Or, 
in another embodiment, chirp devices may share the same 
Wi-Fi spectrum, as described below. 

In an embodiment where the chirp devices and Wi-Fi 
devices share the same Wi-Fi spectrum, the chirps are 
“simple, they operate clumsily and the agile IP based Wi-Fi 
devices must proactively avoid contention. This agility may 
be provided by Access Points, in one embodiment. One slot of 
nightlight embodiments, FIG. 17,020, indicates a four slot 
configuration with an Access Point. Another slot, could house 
an IR transceiver. Once received, the chirp must eventually be 
converted into Some Internet Protocol compliant packet, to 
travel upstream/downstream in search of interested flower/ 
agent/tunes. 

Internet Protocol uses a “From' and “To addressing 
scheme. This information is generally public, for IP based 
routing (wired and wireless) to work. FIG. 34 shows a repre 
sentative Wi-Fi Request-To-Send (RTS) packet format. RTS 
announces the intent to transmit and specifies the “to' (re 
ceiver) and “from (transmitter) addresses, see 3424, 3426. 
The Frame Control data, 3420 at the beginning of the packet 
contains pertinent information Such as power management 
features intended for access points to know when the device 
will awake and thus buffer its packets. This is also relevant to 
chirp devices and their interactions with night lights. Note 
that Frame Control Data may be used an existing protocol to 
communicate a distinctly different form of addressing, 
related to pollen and flower/agents Chirp communications are 
not limited on strict requirement of providing a fixed “to 
addresses, as is described herein. 
The Duration Field, 3422 indicates time of transmission 

requested, which Wi-Fi stations use to set their Network 
Allocation Vector (NAV) and avoid contention. In one 
embodiment, to prevent network congestion and to prevent 
transmittal of outdated chirps, even blind chirp devices— 
chirping randomly—can provide this information. Co-lo 
cated devices can then be agile and avoid stepping on their 
clumsy fellow dancers in the same RF space. Note also that, 
an RTS is typically followed by a CTS or Clear-To-Send from 
the Access point managing 802.11 stations associated with it. 
Therefore, if chirp devices specify their periodicity, or the 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

42 
transmission pattern they are following and their current pat 
tern sequence index, then the APS can preempt contention at 
the expected chirp transmission time by sending a CTS 
ahead—like a police car siren, it warns both IP aware and 
Chirp aware (hear and send) devices of other, unexpected 
traffic. 

Vendor specific chirp information exchange may be Sup 
ported in the 802.11 standard through Action Frames, see 
FIG. 35. In one embodiment, these contain 1 byte for Cat 
egory and 1 Byte for Action type, see FIG.35. Hence there are 
255 nontrivial categories of information, with 255 nontrivial 
types of data being sent, each of which has 255 non trivial 
Dialog Tokens—expressing data formats. With appropriate 
filters one Action Frame could provide data for multiple 
agents/tunes in a compact transmission. Note that, akin to the 
RTS packet, it contains Duration information. It may also 
contain the chirp equivalents of Destination Address DA, 
3520, Sender Address SA, 3522 and BSSID, 3524. DA and 
SA relate to Receiver and Transmitter Addresses in the RTS, 
FIG.34. BSSID may be loosely thought of as a chirp in search 
of a specific “flower/tune/agent. 

Chirps may thus be encapsulated in exemplary Wi-Fi 
Action Frames, for onward transmission to other chirp aware 
routers. The packets will travel through prior art—and not 
chirp aware-routers without incidence. 
The exemplary Action Frames may be sent in unicast, 

multicast or broadcast modes—this is dependent on the Des 
tination Address DA. Should IP multicasting be used, then, 
with IGMP protocols, chirps will be efficiently transported to 
the interested members of the multicast group. Efficient trans 
port mechanisms have been described in Ser. Nos. 1 1/266, 
884, 11/818,899, 12/696,947 involving bulking, scheduled 
delivery, servicing isolated clusters, maintaining SIP like reg 
istries, etc. are all are applicable to chirp transports over IP. 

If the subscribers/agents are not known or choose to be 
hidden, then IP group based multicasting (e.g. IGMP) is not 
useful. A more brute force approach is needed. This is broad 
cast mode, where the Chirp packets may travel both upstream 
and downstream of the mesh tree. 

Broadcasting is how pollen reaches the “interested flow 
ers in nature. As long as the broadcast durations are managed, 
flooding and network congestion is contained. For example, 
mesh network nodes described in this application send out 
“heart beats' announcing their presence and current state 
regularly in broadcast mode. Heartbeat counters are used to 
avoid resending of “old” packets. Second, the mesh topology 
is tree-like, hence broadcast directions are limited to up, down 
or local (within siblings). Third, the packets themselves may 
be encoded with time to live function or the maximum num 
ber of mesh tree hops. These methods have been successfully 
applied to contain flooding in a tree based mesh network. 
They are be reapplied to “chirp' heartbeats, maintained by 
the routers, if needed, in one embodiment. 

In the event chirps need to leave the mesh network and 
enter non chirp-aware networks, flooding control is used, 
with time to live functionality employed in one embodiment. 
Additionally, the bulk container bus delivery service is spe 
cifically designed to efficiently send packets over non chirp 
aware networks by forwarding them to a chirp aware router at 
the other end, using standard IP based routing, with appli 
cable encryption. Thus chirps will get to where they need to 
go, to their agents/tunes/flowers, using either multicasting or 
broadcast modes. 

While (pruned) broadcasting techniques will get the chirp 
to the interested flowers, it is over-provisioned, like allergy 
season. One approach to providing more routing information 
is to specify both a navigation agent and a data handling agent 
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in the same chirp. The navigation agent accesses a portion of 
the chirp packet. Access is limited to the routing/navigation of 
the chirp, not its payload. Navigation directives may be either 
physical or logical. Physical navigation is turn-by-turn direc 
tions e.g. three nodes up, third child sibling node down, stop. 
This is useful when private and static networks are deployed. 
Logical navigation is more flexible e.g. move up within three 
hops in search of Agent-For-GE-Toaster, stop. If the agent is 
not found, then put the chirp in a lost and found area in a 
community mail box for forwarding to mobile agents. For 
example a kitchen night light provides updates, via Smart 
phone agents, to a user, when he returns home, in one embodi 
ment. 
Inherent Security in Chirp Data Transport 

Chirp data transport involves traversing the IP network, in 
Some embodiments, and are thus Susceptible to Snooping/ 
hacking But this is not your typical IP data packet since the 
data is based or Chirp/Pollen-ID and/or Flower/Agents-ID 
etc. These are not typical IP or MAC-ID type Sender/Receiver 
Address Frames, FIGS. 34 through 36. However the same 
format is available for chirp devices use to specify, if desired: 

a) The IP Destination Address (if applicable), and can 
include other addressing information depending on the 
type of transmission involved—e.g. unicast, multi-cast 
or broadcast, 3520, 

b) Chirp-ID (in the Sender Address frame, SA, 3522), 
c) Agent-ID being sought (in the BSSID Element, 3524) 
d) Any other use of the IP frame formats, recognizable by 

an agent. 
All options (and their variants) exist within the exemplary 

Action Frame format, Suitable for transmission over standard 
WIFI networks. 

FIG. 36 shows a measurement request action frame, 3630. 
These management or action frames look like the innocuous 
request from stations requesting information from a specific 
AP (with BSSID). Only chirp aware routers are aware that 
these are actually chirp packets and that the data in the DA, 
SA and BSSID is to be interpreted differently. 

Further, chirp routers know just enough to decode the DA, 
SA and BSSID data sections, FIGS. 35-36, to provide neces 
sary routing. They cannot decipher the vendor specific infor 
mation elements—only specific agents/tunes/flowers hold 
those keys. In other words, routers can engineer the “winds” 
and “buses to move the pollen, define the schedules for the 
buses, based on QoS settings in IP-like packet, but do nothing 
else. 
How does the Chirp aware router recognize a chirp packet? 

In one embodiment, the router knows which interface trans 
ports Chirp packets. It has a complete list of 802.11 stations 
associated with this AP. As part of the tree topology, it also has 
a list of all stations downstream—via the downlinks, FIGS. 4 
through 8. It does not have access to the routing tables up 
stream, as part of the tree based routing scheme. However, it 
may use distributed SIP registries that contain both chirp 
device and agent ID locations. Ser. No. 12/352.457 describes 
using dynamic SIP registries to provide VOIP phone connec 
tivity within dynamic isolated clusters. The same principles 
may be used to define where agents/flowers are, or the reverse 
look up—where chirp devices are, of interest to a particular 
agent. 

Through either SIP like registries, or the routing table of its 
IP based stations, each chirp aware router is aware that these 
chirp packets are not emanating from one of their 802.11 
clients/stations. No one else in the system both outside the 
mesh network and within it has this insight—access to the 
distributed routing tables of 802.11 clients and/or distributed 
SIP like registries is needed. 
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Even without the aid of SIP-like registries, chirp routers are 

still cognizant of the special nature of the data packets being 
transmitted. Chirp routers are keeping track of which inter 
face was used to inject the IP packet into the mesh network. In 
the mesh nodes shown in FIGS. 17, 23, there are multiple 
interfaces generally provided—the uplink and down links of 
Backhauls (BH and FD) and the client Access Points (AP). If 
the chirp packet came in through on of the APs, then it is 
marked as a chirp, since the Chirp ID provided does not match 
an associated IP based client’s IP address or MAC-ID in its 
routing table. 

Note that the AP does not need to keep a list of chirp 
devices it services—it Surmises its identity based on the 
exclusion principle, namely, this device ID, if an IP based 
device, is not in its routing tables. This implies, that chirp 
device locations and identity do not have to be stored, if 
anonymity is desired. The chirp will still be forwarded. Up 
and/or down through the up links and down links the mesh 
tree, marked as a chirp in search of the agent/tune/subscriber. 
The identity of both chirp and its interested agent/tune/flower 
may be hidden and yet the pollen will reach the flower. This 
extends existing prior art IP based routing security. 

Thus, in one embodiment, even with both Chirp-ID and 
Agent-ID hidden agents who receive broadcast chirp packets, 
are the only ones privy to what is being said, by whom, and 
intended for whom, using this specific data format etc. And 
only these agents can route Such packets to other agents in its 
private SIP like registries, have them or other agents inform 
routers to stop broadcasts other otherwise affect the routing— 
at each step along the bus delivery route. 

Further, an agent can convert the data flow to be IP based, 
with regular IP addresses. In one embodiment, private net 
works coexist and span both chirp and conventional transmis 
sions using “pattern hopping techniques known only to 
them. Part of the data could travel as IP Data frames while 
others via chirp protocols, analogous to musical chords or 
dual signatures needed on a check. Only agents know the 
(chorded) “tune'. This further obfuscates the chirp data flow. 

In embodiments, chirp data comprises IP based transport 
packets whose format is regular and legitimate IP-based 
packet. It supports all the Frame Control feature sets, FIG.34, 
3420, including multiple frames, power management and 
Distribution System (DS) flags. Thus, competent agents, run 
ning on chirp aware routers, may also convert IP data (includ 
ing VOIP packets) into chirp packets, send them anony 
mously to another agent and then reconvert them back to IP 
traffic. This obfuscates IP based data flow. Thus both Chirp 
and IP payloads may be used interchangeably to obfuscate 
data flow within both chirp and legacy networks. 
Additional Approaches to Managing Chirp Contention 
The typical chirp data transport data packet must necessar 

ily be small/light, to avoid contentions with IP based “heavy' 
traffic. In some embodiments, the RTS packet FIG.34 and the 
Action Frame, 35 are short packet types used and attractive 
candidates for individual chirp packet transmissions to the 
Access Point (AP) that first receives them. 

In some embodiments, even blind chirp devices can 
include the DURATION information 3422, so IP based 
devices and other Chirp devices with listening can avoid 
contention during the time that chirp packets are known to be 
active. Further, if the device follows a known transmission 
periodicity/pattern, then the AP can preemptively clear the 
communication medium, by sending out a Request to Send/ 
Clear to Send frame (CTS) that effectively silences both chirp 
aware listen capable devices and 802.11 client stations. 

If blind chirp devices use larger packets then blind chirp 
packets should register their chirp pattern with the nightlight/ 
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router. Each chirp must then also contain the chirp pattern 
sequence number in each transmission. Then the router can 
generate a CTS in anticipation, since it knows both pattern 
and sequence number. The CTS will therefore preannounce 
the time reservation made for the blind chirp device. Thus 
provisions exist for larger blind chirp packets, contingent on 
coordination with the device's local router. 

Iflisten-capable chirp devices use larger packets, then they 
also should register their transmission patterns when first 
pairing with the nightlight/router. The router can then gener 
ate the anticipatory CTS. Additionally, routers, based on the 
type of traffic pattern it is seeing, can direct these chirp 
devices to reposition their time of transmission to avail of a 
bulk CTS with a duration value set to cover multiple sequen 
tial device chirps. 

This embodiment is, in effect, the reverse of FIG. 24. In 
FIG. 24, the bulk transmission from the AP to multiple listen 
capable devices is managed by sending out a bulk transmis 
sion to all and informing then of this common time. During 
this time the VOIP like chirp like devices are expected to 
silently listen. Conversely, the chirp router can also specify 
when the chirps from devices should occur so they are con 
tiguous and thus covered in bulk periodically. Now, the 
devices are also being taught when to talk—sequentially. 
Thus the forward and reverse methods proactively deal with 
chirp contention using multiple means including those 
described in Ser. No. 1 1/266,884, 61/615,802, 61/555,400 et 
al. Chirp routers are acting as the collaborative scheduling 
agents and engendering collaboration between chirp and non 
chirp clients in sharing the same media with minimum con 
tention. Embodiments include chirp aware smartphones, Wi 
Fi Access Points and other devices, where a logical radio 
“slot provides the requisite software/firmware functionality. 
Approaches to “Small Data Feeds Big Data 

FIG. 36 depicts the Measurement Request Action Frame, 
as a representative versatile Chirp packet. In one embodi 
ment, the measurement data field 3630 is of variable length 
for flexibility. In some embodiments, three one byte sections 
are provided 3624, marked as Category, Action and Dialog 
Token respectively. Thus each section supports 255 non 
trivial variations: Each chirp packet has 255 ways of express 
1ng: 

1) Category: What type of chirp data is being transmitted 
2) Action: Which State information is being sent. 
3) Dialog Token: What type of data format, parameter list 

is being used. 
Despite the terse length of chirp transmissions, there are 

sufficient variations to define precisely the type and nature of 
data being transmitted. Each of the 255 categories for each 
chirp device have 255.255 different ways to express machine 
state as classified under Action, and Dialog Token. Thus 
M2M communications may be terse but specific in terms of 
the data provided to “small data integrators. Further, chirp 
devices may follow patterns in bulking transmissions. Thus 5 
different measurements, for 5 distinct variables, may be trans 
mitted in one payload or five smaller ones. Further, since the 
Dialog Token defines the “key to parsing the data, it could 
also represent 255 unique parameter list orderings. Thus the 
chirp data can be jumbled between patterns making it diffi 
cult, like secret handshakes, for Snoopers to decipher content, 
especially since the pattern used is also changing, like tem 
poral keys, but with significantly lower overhead. 

Agents can operate on other agents. Hence one agent can 
forward the chirp—after massaging the data, if needed—to 
another agent and so on. Agents can also spawn other agents, 
so distributed computing and routing is engendered. Thus one 
agent could clone itself to generate two containers so two 
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buses concurrently carry containers to different destinations. 
Note that pruned broadcasting mechanisms, see Ser. No. 
11/266,884, ensure that chirp like VOIP packets are trans 
ported selectively. Further SIP-like local registries, see Ser. 
No. 12/352.457, may also be used as subscribers/agents inter 
ested in specific chirps. 
Complex business process logic flow is thus possible 

through a single agent spawning multiple collaborative 
agents, all of which emanated from receiving a chirp. By 
distributing the intelligence in an agent based network needed 
to service the chirp, chirp data, while terse, is still very pow 
erful. Terse data need not be restricted to simpleminded func 
tions. Note that in nature, simple ants create complex colo 
nies. By the same token, chirps can be terse but not “simple' 
in the aggregate. Multiple chirp flows through a distributed 
mesh network, will interact with a hierarchy of agents. Some 
provide propagation. Others serve as Integrator agents oper 
ating on multiple chirps, to generate meaningful 'small data 
and situation awareness. An agent based network is a signifi 
cantly more powerful means of providing dynamic routing/ 
propagation agents and higher level functions, like integrator 
agents, all within the same distributed meshed network. 

Propagation/Routing agents also signal to each other, in 
Some embodiments. So if one agent receives the packet first, 
it can tell the routing agents in the chirp aware routers to stop 
broadcasting, thus containing broadcast traffic proactively. 
Agents on mobile devices can move from one router to 
another, to further obfuscate their location/identity. 
The routing agents MESH CONTROL and SCAN 

depicted in FIG. 12 may expose their API to selected agents 
who may then change the routing tables and redirect traffic at 
both local and remote mesh nodes. A dynamically reconfig 
urable routing architecture emerges where agents drive the 
routing/scheduling of delivery at each logistics hub, working 
in consonance with the Mesh Control Layer, FIG. 20 and its 
features, FIGS. 21 through 28. The Collaborative Scheduler 
61/555,400 is another agent available in the support frame 
work. Together, they ensure pollen reaches intended flowers 
as/when requested. 

In some embodiments, agents are physically located on a 
mesh node or node clients (e.g. removable USB security stick 
on a laptop client device). Agents may also physically reside 
on the mesh node, FIG.16 on a card slot or Ethernet port in the 
node. They can also be baked into the firmware at flash time, 
see FIGS. 18, 19. And they can also be “registered guests', 
through software that manages the ACL and other lists that 
Access Points use, for example. Operating inside the mesh 
node, they can redirect massaged data to a secure server, 
through secure socket connections. Many agents may be 
mobile, with intermittent connectivity, see FIG. 27, 28. Since 
the connection is both intermittent and short, the data flow is 
not useful from a Snooper's perspective. Further community 
mail boxes agents, resident or remote, may be used to buffer 
recent broadcasts for the agent and obfuscate flow. Applying 
an agent/tune/flower female receiver oriented approach pro 
vides a transport mechanism which is inherently more secure 
and more versatile, without requiring any changes to legacy 
systems. 

In Some embodiments, the base level chirp?agent discovery 
process is multicasting/broadcasting. The pollen/flower 
search is driven by chirp ID and/or Agent ID, through Chirp 
Aware Routers. Extensions include inter agent communica 
tions within the Agent “Social Network/Collaborative Eco 
system. Thus, very private internal broadcasting clusters may 
form, within the outer layer of the base layers. 
Two different network “trees' emerge. The physical net 

work tree has chirp devices at the edge, edge router/relays to 
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core router “roots”. Similarly, the agent social network is, at 
their “root” level, big data agents. Below them is myriad 
agents massaging/filtering/integrating the Small data chirps 
requested by them. Further, the big data “root agents have 
access, at the root level, with other fellow roots. Each root 
agent has access to all of its agent in its Sub trees. These 
include agents that change routing rules, and schedule the 
“buses to remain in dynamic alignment with changing pub 
lisher and subscriber “blobs' of activity, see 61/555,400. 
Recall that chirp aware routers provide both chirp and IP 
based connectivity. Command and Control directives may 
thus be securely and speedily transported between agents. A 
hierarchical scheduling system emerges, where higher layers 
set the adaptive model parameters for lower layers. 

Chirp capable nightlight embodiments exist in the form of 
Smart phones, with Chirp Friendly sensors/transceivers e.g. 
IR, Ringtone, Light or Tactile Patterns/Tunes. Consider in 
one embodiment a secret rendezvous between “app' or agent 
“red” with agent “blue”. In FIG. 39, 3940, the soldier has 
made contact and their Smart phones exchange indecipher 
able chirps. 

In this example, the soldier returns to his unit, 3940 and 
Smartphones exchange information again, as part of buddy 
system-if the soldier did not return the data is not compro 
mised. Distributed agents (local and remote) confer over the 
mesh network to decrypt the information and disseminate 
relevant Snippets to individual Smartphones. One information 
Snippet may be the time and place for the next rendezvous. 
Only the “chosen” phone owner receives this message at a 
“schedule' defined by stacking agents, see 61/555,400 et al. 
Thus agent based 'social networks may form, merge, dis 
perse with agents dynamically managing the "schedule” for 
dispersal of Secret information. 

In chirp agent worlds, pollen will find the right flowers, 
either through brute force (e.g. multicast, broadcast) or more 
Subtle means, with chirp nods, winks and secret handshakes 
inside a distributed but secret agent referral and forwarding 
system. An agent meshed network forms on top of the mesh 
routing delivery platform of buses, winds, mail boxes and 
other featuresdescribed herein. Hierarchies within these 
Smaller close knit self-sufficient communities include, in 
Some embodiments, integrator agents, who assimilate chirps, 
regurgitate to produce “small feeds and ship those, also 
using the same delivery mechanisms to upstream big data 
agents. The integrator agents may search and find other 
“blue' agents, FIG. 39 and collaboratively put disparate and 
diverse snippets together to feed “big” data. 
Logical Radios and Tree Topologies 

FIG.37 maps the wireless transceiver having multiple logi 
cal radio “slots’ of FIG. 16, 17 to the Wired transceivers on 
the slots/ports of your typical switch/bridge/routers of FIG.5. 
The Uplink, 3702, Downlink3706 and Service Access 3704, 
provide equivalent services in a Switch stack hierarchy, see 
FIG. 5. Note that a single access point (AP) radio services 
multiple wireless clients, hence it represents multiple “ports”. 
Further, while multiple Service Access and Down link ports/ 
slots are typical, there is always only one UP link, since a tree 
based (non cyclical) topology, is being maintained at all times 
by Mesh Control FIGS. 12.20 

FIG. 38 explores this equivalence further. 3810 is a view 
into what the “Routing Modifications' 3810 of FIG. 20 
entails. Based on a strict tree based formalism, radiof wired 
slots/ports are equivalently either a uplink (U) or one of 
multiple downlinks (D), service access or APs (A) or scanners 
(S), 3830, managed by the Scan Control, FIG. 12. Those are 
the only four types of logical radio modes allowed. Each 
Transceiver “slot must map to a physical transceiver device 
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that performs the operation. Thus FIG. 12 shown a six slot/ 
port switch, with four 802.11 radio and two wired ports. Slots 
could be U. D. S., A in non overlapping transceiver domains 
(e.g. Wi-Fi to 3G, InfraRed to Power-line). This embodiment 
allows for bridging across disparate mediums, see FIG. 9, 22. 
23. 

FIG. 38,3840 depicts an embodiment of this principle for 
a four physical radio and six slotbox, FIGS. 12 and 16. Here, 
each U. D. S. A logical radio functions maps to a physical 
radio. In 3840 and its equivalent switch embodiment 3850 
each slot is performing a dedicated function. This is desirable 
from a performance perspective but not a requirement: the 
mesh control layer is logical radio function based. For 
example, in FIG. 17, 010, AP or Service Access logical radio 
'A' is being supported by the same radio supporting BH 
downlink (D) services. 

Similarly, in one embodiment using a purely logical radio 
functionality, a single physical transceiver/radio may share U. 
D and S responsibilities with dynamically allocated duty 
cycle for each, based on application and present circum 
stances, see FIGS. 14.15. The physical radio may be directed 
to switch back and forth between distinct uplink or downlink 
channels, for example, thus emulating a two radio backhaul. 
Or they may share the same channel, collaboratively reducing 
'stacking of packet queues, to stay in alignment with 
requirements, see FIG. 1 and 61/555,400. 

FIG. 39, 3920, is an embodiment of a single Wi-Fi radio 
that is successfully employed to provide mission critical 
Voice and video communication in military applications, as 
shown in FIGS. 14, 15. Since the embodiment uses a single 
radio, three U, D and Slogical radios are shown supported by 
the same physical radio, 3920. 3930 shows a single radio 
uplink connecting to a four radio downlink. In 3940 they form 
an isolated cluster, where each single radio mesh node per 
forms U, D and S, logical radio functions/agents, see also 
FIGS. 14, 15. Further, the single radio connectivity linkage is 
a thinner “tree branch'. (blue) 3950, connecting back to the 
backhaul or trunk of the tree (red) 3960. Thus, mesh node 
3952,join the “red” and “blue” lines of two otherwise isolated 
trees. It is providing the common router function described in 
Ser. No. 10/434,948, Appendix A. 
The SCAN Agent, FIG. 12, makes that bridge happen, in 

one embodiment. The red and blue "channels' are intention 
ally distinct, on non-interfering channels, possibly on differ 
ent frequency bands e.g. IR and Wi-Fi, FIGS. 9 and 22. 
Hence, mobile/temporal networks Scan, using logical radio S. 
so they may join others on the “blue” line 3950. They may 
also apply a portion of their scan duty cycle in search for a 
“red' node, as described in Ser. No. 12/696,947 and FIGS. 28, 
29. 

Further, if all the radios are operating the same “blue' 
channel, as shown, 3940, 3950, then throughout degrades 
with each hop, See FIG. 2, 020. However, the routing over 
head remains O(n) in tree based topologies and hence low 
jitter and latency is maintained, see FIGS. 24.25.27. For 
example, in one embodiment, clear VOIP has been demon 
strated 44+ hops down in mining tunnels. Note that Scalable 
tree based O(n) routing overhead applies to both multi-radio 
3910 and single radio 3920 backhauls. As explained in a 
previous section, one distinctive benefit of the logical radio 
approach is Faster Routing Updates, because tree like struc 
tures are O(n) 

In contrast, routing updates within prior art mesh architec 
tures require O(n) resources. Ser. No. 10/434,948 Appendix 
A, reproduced herein, describes these mesh routing tech 
niques and their limitations. Topologies are peer to peer, 
single physical radio backhauls. A minimal spanning tree 
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must be maintained by each node. In a family of n siblings, 
each sibling must re-evaluate its relationships with all the 
other (n-1) siblings. For all nsiblings, the routing update is O 
(n). In contrast, with tree based routing overhead is still O(n), 
even in single radio chains, see FIG. 39, 3940, 3950. 

This disparity between resource overhead in maintaining 
the mesh becomes apparent as the network grows—an inor 
dinately large portion of system resources are devoted to 
managing mesh infrastructure in prior art embodiments. As 
Such, fewer resources are available for its intended purpose— 
providing proactive connectivity in static and temporal mesh 
networks and their forming, joining, dispersal etc. Hence 
O(n) networks simply cannot scale beyond a tipping point. 
The tipping point may vary as newer radio technologies 
evolve and provide better throughput capacity. But at Some 
point the performance will be too sluggish to be relevant, 
especially in dynamic, mobile and temporal networks. 
As Smart phones proliferate, in some embodiments, the 

smartphones form their own mesh networks with both static 
(kitchen night light) and mobile (other Smartphones) chirp 
aware devices. In some embodiments, a network is capable of 
maintaining communications with many Such devices. A 
prior art single radio peer to peer network with O(n) will be 
consumed with overhead from routing and other functions 
within a few hops and/or a few members, limiting its “Social 
Network” value. In contrast, O(n) systems can exploit 
advancements in radio technology further to stay "current'. 
The slot based system FIG. 16.17.23.25.26 and their embodi 
ments, FIGS. 38, 39, are future proofed the radio cards, 
FIG. 16,010, are removable and upgradable. 

Smart phones provide wireless connectivity through Wi 
Fi, Bluetooth and Cellular. Chirps may travel via both IP and 
Cellular networks. SMS messaging are used to communicate 
between Smartphone agents and associated chirp devices, in 
one embodiment. Thus, two phones may be used to remotely 
operate, monitor, control, or diagnose devices securely and 
cost effectively via SMS also. In the example of remote video 
surveillance, described earlier, a terse SMS e.g. "Cat in 
Kitchen” and a Snapshot, can cover the essence of an excep 
tion handling update. 

The Tree based routing favors single radio systems for 
Smaller networks because of its capacity degradation of /2 
with each hop. The degradation is half because the duty cycle 
is shared between uplink (U) and downlink (D) logical radio 
functions FIG. 39, 40. With SCANS duty cycle added, the 
throughput degradation could be /3 per hop. For a three hop 
single radio U+D network, it was /2. For its U+D+S coun 
terpart it is /3 or three times worse. Thus, there are limits to 
the capacity Scalability of all single radio mesh networks 
using single radio logical embodiments, over multiple hops. 

The benefits of O(n) tree based topologies and routing are 
that even within long chains and degraded capacity, latency 
and jitter are still deterministic, even in dynamic, temporal or 
mobile environments FIGS. 24 through 29. VOIP like light 
weight Chirp packets are efficiently routed even in single 
radio versions of long chains (i.e. the “strings of pearls’), 
FIG. 43. The distributed mesh control layer, 12, 20 self cor 
rects U.D.S resource allocations dynamically through heart 
beat updates and routing modifications, in one embodiment. 
FIG. 20 including using toll costs and hop costs, as described 
in Appendix A, manage the overall health of the network, 
FIG 1. 

Thus, when recent history of scans and/or GPS readings 
by/from smart phone embodiment indicate that the soldier 
FIG. 39 has slowed down, the mesh control layer proactively 
reduces the duty cycle of the SCAN S function to mostly 
quickScans. Interspersed within those quick scans would still 
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be one or two periodic “detail scans, in one embodiment. 
Thus the system would stay in dynamic alignment to changes 
in motion/situation, per methods also described in Ser. No. 
1 1/818,889, 61/555,400 and 61/615,802, while using the 
radio for functions other than Scanning (uplink, downlink, 
client service/access). 

FIG. 40 is a simulation of prior art mesh routing algorithm 
and its comparison to tree based routing for single radio mesh 
networks. The thicker blue lines in FIG. 40, 4040 depict the 
minimal spanning tree. Note the dashed lines have to be 
additionally recomputed for each node in prior art mesh rout 
ing. Over multiple hops single radio backhauls suffer from 
both throughput degradation and faster routing updates. The 
former degrades by /2 with each hop, the latter with O(n) 
where n is the number of nodes in the peer-peer network. 
Hence routing table updates will increase to O(n+m)) with 
m additional new members. In sharp contrast tree based rout 
ing, with the logical radio abstractions in place, will still be 
linear: O(n+m)) 

Tree based mesh routing segments the collision domains, 
FIGS. 4 through 8. Each BSS in FIG. 4, 6 is operating on a 
non-interfering frequency/channel. Further bridging across 
transmission domains, FIG. 9, 22, is analogous to adding 
more frequency/channels for the BSS to operate in. In one 
embodiment, dynamic channel management manages chan 
nel changes, see FIG. 21, all with the intent of reducing 
channel contention. Reduced contention enables CSMA/CA 
and CSMA/CD back offalgorithms to be more efficient. Jitter 
and Latency become deterministic, as taught in Ser. No. 
11/266,884, FIGS. 24.25. 
“Natural, healthy branch growth thus encourages “radios’ 

operating in different “channels', forming non-interfering 
logical sub trees. Having more “channels' would favor 
smaller sub trees and more of them. Many would operate 
autonomously with the occasional need to chirp back status 
and receive email/firmware updates. Thus multi-transceiver 
chirp capable product may serve as embodiments of the slot 
based modular mesh framework, see FIGS. 16, 17, 23, 26. 
The Smartphone is a candidate, in one embodiment. An IR 
chirp based transmission can be picked up on the IR “slot 
and forwarded through IR (as in single radio mode, FIG. 39. 
3940). Or the phone and/or receiving node in some embodi 
ments may bridge IR and Wi-Fi Slots, see FIG. 22, 23. Or 
parts of the transmission may be over IR interspersed with 
Wi-Fi, where IR was not available. Further they may serve as 
temporal common routers 3952 to provide intermittent con 
nectivity to otherwise isolated temporal or mobile networks, 
3940, operating on their own private channels and dialects. 
The physics of wireless communications also favor 

Smaller, close knit semi-autonomous “village' clusters, 
Reduced radio power reduces the range but also adjacent 
channel interference (adaptive power control is described in 
Ser. No. 10/434,948). A kitchen chirp aware nightlight/router 
embodiment thus Supports a small, select chirp family, oper 
ating quietly on a common channel and possibly with their 
own machine Esperanto, in one embodiment. Common rout 
ers FIG. 39, 3952, and their agents provide intermittent con 
nectivity to these largely self-sufficient clusters. A matrix of 
collaborating yet largely autonomous and Scalable ant-like 
communities emerges. 

In this embodiment, the routing overhead for all such 
rooted trees in the “park” would be O(nr) where n is the size 
ofa representative subtree and r is the number of “root” nodes 
servicing them. In FIGS. 4, 5, r is two. 
From the perspective of the mesh control, FIGS. 12 and 20, 

distinctions between wired or wireless cease to be relevant. In 
one embodiment of the N-Logical radio concept, a bank of 
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logical radios/transceivers 4130, FIG. 41 supports multiple 
otherwise isolated trees through common router functional 
ity. Each bank is a “switch' with dynamically reconfigurable 
slots. A slot in the switch is equivalent to a slot in FIG.16,010. 
FIGS. 12.16 has six such slots: four “radio' slots 010 and two 
Ethernet ports 020. Similarly 4130,4270 depict six port con 
figurable switches, in a switch stack hierarchy. Note that the 
two trees, wired and wireless, provide redundant fail over 
functionality. FIG.16 shows a six slot switch in one embodi 
ment. One of the 4 radio slots 010 will support wireless 
backhaul services. Separately, the two Ethernet ports 020, are 
dynamically configured to provide the wire-based uplink and 
downlink backhaul, see FIG. 42, 4260. Thus, while in a tree 
based topology, routing is limited to North-South, adding 
another set of logical radios now includes “East”, “West'. 

Switch port embodiments support (intermittent) wired and 
wireless connectivity. In one embodiment, a single-radio unit, 
4110, has been successfully reprogrammed to provide a U.D. 
S capabilities, singly and in combination. The Switch ports 
themselves are also reprogrammed so that some ports may be 
configured to provide 24V Power Over Ethernet (POE) to the 
single radio units. Note that units 4140, 4150, 4145 logical 
radio agents U. D. S. may be serviced by one physical radio 
4110, see FIGS. 14,15,39, 40. 

In one embodiment, a logical radio agent S. 4150 hears 
uplink 4120 operating on a different channel than downlink 
4140 is currently on and therefore cannot “hear uplink 
4120. The Scan Function, FIG. 12, communicates this with 
the adjacent Mesh Control, FIG. 12. Downlink 4140 is 
directed to change its channel temporarily to provide inter 
mittent service to Uplink 4120. Connectivity is intermittent: 
both uplink and downlink may also be servicing other clients, 
at other times, per the collaborative scheduling and queue? 
stack management, see 61/555,400. Buffering packets during 
scan requests is described in Ser. No. 1 1/818,889. 

FIG. 42, depicts an embodiment showing a “wired 
equivalent tree to 4160, Multiple wired and wireless links, 
4160 and 4260 may concurrently exist, providing intermittent 
connectivity to isolated clusters. 4260. In this embodiment, a 
common router 4270 has two uplinks, but operating in 
orthogonal domains of wired and wireless and hence permit 
ted by the mesh control layer, responsible for ensuring tree 
based (non-cyclic) routing. 4270 may thus also provide bridg 
ing services e.g. for IR transceivers, see FIGS. 22, and 23. 

FIG. 43 is a schematic of how the logical radio abstractions 
may be combined to create more complex abstractions. 4320 
refers to two abstractions AP (also in FIGS. 12, 17). The 
“bridge' is a combined logical radio abstraction, similar to 
the U+D backhaul, FIG. 17, but bridging over disparate fre 
quencies and protocols. FIG. 44 shows the bridging function 
(as described in FIG. 43). Mobile node 4455 switches from 
“blue' 5.8G backhaul to a "pink” 2.4 G backhaul. The sub 
tree beginning with mobile node 4457 is thus operating on a 
non interfering channel/frequency/protocol. The static coun 
terpart is 4460. Thus, private networks are formed, occasion 
ally bridge (FIG. 39,3930,3952) but for the most part operate 
autonomously. 

Mission critical mesh networks favor more “channels', for 
wired-wireless failovers, FIG. 42. Embodiments installed in 
underground mining tunnels, for example, deploy a string of 
mesh nodes, FIG. 16, to provide voice and video over mul 
tiple hops deep inside mines. Each mesh node Supports both 
wire and wireless up links and downlinks at each node in the 
chain, see FIG. 39.3940. Traffic is cloned to travel along both 
parallel pathways. On arrival at each node it will be forwarded 
on the most reliable link, wired or wireless and so on. Thus a 
packet may crossover from wired to wireless (where the wire 
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52 
has been cut) and back multiple times. The duplicate packets, 
like duplicate heart beat broadcasts, are discarded by the 
destination station's parent, a mesh node, FIG. 16. 

Embodiments employing “string of pearls’ configurations 
are also used in mobile military applications. In FIG. 45 
upper, a mobile unit makes intermittent connectivity to each 
static mesh node in turn. This is managed by the Scanning 
radio functions, FIG. 12, described in Ser. No. 1 1/818,889. 
Note that mobile unit backhaul connectivity is intermittent, 
but the output is not. Real time video streams are being 
seamlessly “switched to the mobile unit jitter free and with 
out interruption, see unbroken throughput graph. This was 
“raw' video—the efficiency enhancements described in 
61/117,502 would further improve performance. Chirp based 
control packets were also exchanged during this exercise, 
without interruption, using IP packets formats, see FIGS. 
34-36. 
The process was repeated with single physical radios in a 

chain, FIG. 39, 3920. Bandwidth degraded, as expected, but 
the system still provided uninterrupted, jitter free, video, due 
to proactive SCAN agents, FIG. 12, Logical Radio Abstrac 
tions, FIGS. 38 through 42 and the benefits of O(n) tree based 
routing, FIGS. 4 through 8. 
Extensible Network Management 

FIG. 46, a reprint of FIG. 10, Ser. No. 10/434,948, explains 
why network latency and topology are inter-related and hence 
relevant to latency sensitive VOIP/Chirp bus delivery sched 
ules. Ser. No. 10/434,948, teaches a round robin approach 
where, the AP services each client in turn. In that example, 10 
ms is the (equal) service duration for individual client Ser 
vices. Packets are buffered till a round robin cycle is com 
plete. At the end of each cycle the container is sent, per up the 
tree, in one embodiment. The local latency upper bound 
would therefore be 30 ms for section 70. By the same token, 
the root node is servicing 5 clients and hence the upper bound 
to reach the root node is 50 ms for sections 70, 80. Further, the 
example pointed out that, had all the nodes been connected 
directly to the root node, the latency would be 90 ms. 1 hop 
networks—all clients connected to a root node—are not nec 
essarily “better. A five-hop string-of-pearls, O(n) routing 
scheme, FIG. 45, may provide better service, than the 1-hop 
5-client star, FIG. 46, Section 80. 

Thus, in one embodiment, bus delivery schedules are 
driven by the round robin delay caused by servicing siblings, 
at each Sub tree along a route. More siblings imply more 
latency and favor node/device migrations. Accordingly, net 
work topology is dynamically modified based on toll costs of 
larger “families' see FIG. 1 and Appendix A. 

In FIG. 46, nodes operated independently and asynchro 
nously but based on a common multiple of some service time 
interval e.g. 10 ms. Minimum Bus Intervals vary, based in the 
number of siblings. In Ser. No. 1 1/266,884, FIG. 24, the bus 
interval is set. Buses leave at preset intervals, regardless of 
whether the bus is full or not. In more efficient implementa 
tions, the departure time is flexible, and buses may wait till 
more passengers arrive, within a prescribed waiting limit, see 
61/555,400. Thus the stream and CSMA allocations are based 
on 'stacking, in dynamic alignment with "Customer Satis 
faction'. 

In FIG. 47, the bulk bus transport stream 4720 is first, 
during which all clients can listen but not talk, see FIGS. 12, 
24. The remainder time 4750 is used to transfer data back 
from IP based clients to nodes etc. Further, FIG. 25 shows 
separate “channels' for concurrent transmissions. Contention 
is reduced during the Stream section, 4720 and possibly 
more. SCAN agent, FIG. 12, measures overall activity of 
disparate packet types (a form of “channel list'). Note that in 
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Wi-Fi standard infrastructure mode, all communications are 
with the AP, hence tree based routing is inherent. 

In one embodiment, regular chirps/heartbeats are received 
by the node through one of its logical “slot interfaces. IP 
traffic is also received from a slot interface. Both data types 
are then priority queued for onward transmission. Further, the 
data may be limited for local consumption, e.g. regional 
streams, FIG. 48, or sent upwards and/or downwards e.g. 
Global streams, FIG. 49. Thus, the amount of traffic flowing 
through the network is lumped together. The ability to iden 
tify different traffic regions, their locations and patterns is 
therefore of value to network administrators and VOIP/chirp 
device manufacturers alike. The ability to record and play 
back sequential Snapshots of network topology changes is 
also relevant to simulation, diagnostics and adaptive learning. 

FIG. 50 depicts the stream reader, in one embodiment. 
Special purpose Stream Readers are privy to data traffic 
queued for transmission at a node. Like post office sorters, 
they identify and sort the “mail and therefore, help to col 
lectively define bus schedules, reduce dead letter re-transmis 
sions etc. Stream readers, resident at the node, feel the “pulse' 
and therefore provide early warning signals to the Mesh Con 
trol Layer. More “mail from one node may increase toll cost 
for other child nodes to Switch parents, using load balancing 
and adaptive power control methods, Ser. No. 10/434,948 and 
FIG.1. The use of residentagents in Access Points, to manage 
flow, was also first introduced in Ser. No. 107434,948 

Stream readers can feed multiple stream viewers, 5040, 
sequential readers/agents, 5060 or a logging database 5080 
community mailbox etc. A circuit of collaborating stream 
readers and Subscribers emulate complex logistic Supply 
chains, see FIG. 51, 5120. Disparate traffic data is sent to 
knowledge repositories 5180. Secure Control lines from it, 
5170, drive sub-circuit behaviors and their outputs, 5125, 
5135,5155. Repositories may also provide the secret hand 
shakes needed by readers to correctly decode public network 
traffic 5150. Thus bulk network traffic, 5150 may employ 
little or no encryption and thus be lightweight, like pollen. 
Further, the Network Viewer 5190 may be connected to the 
real time stream plug in circuit 5145 or run it in playback 
mode, 5165 from knowledge repositories 5180. The same 
circuit based framework 5120 may also provide interleaved 
real time and historical trending, simulations and machine 
learning, FIG. 52,5290 and 61/555,400. Note that 5155 is not 
connected—it is in “connectionless' broadcast/multicast 
mode. Thus both direct and indirect subscription styles are 
Supported within the same stream reader framework. 
From a control systems perspective, a network manage 

ment system (NMS) receives node heartbeat data and pro 
vides Snap shot views for both human and automated agents. 
The circuit based approach engenders rewiring—Swapping 
in/out data sources, or using consensual data from multiple 
readers to drive inferences, see 61/555,400. They may also be 
used to monitor different types of streams in addition to the 
Heartbeat streams published by the nodes. For example, in 
FIG. 55, 5520, a custom heart beat was introduced in the 
Settings Viewport, for bidirectional Machine to Machine 
(M2M) data streams inside mobile/isolated man and machine 
clusters, FIG. 39, 44, 45. This enables both human and auto 
mated agents to monitor and control remote machinery and 
their operators. Further, FIG. 55, 5530 depicts the current 
mesh topology in dark lines. The lighter lines are alternatives 
gleamed from mesh node heart beats, which in turn was 
gleamed from SCAN agents, FIG. 12. Also in FIG. 12, the 
Packet Classifier 010 and VOIP Concatenation Engine, 020 
are particularly relevant for terse M2M messaging. Their 
status/health is also monitored, 5520. The client activity and 
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alerts, 5540 are generated by M2M readers at the node inter 
face, which in turn are received by subscriber agents. They 
generate the alert for the machine maintenance Subscribers. 

Since the health of a network is only as good as its partici 
pants, there exists a need for an extensible and open frame 
work for rapidly developing means to view, within one dash 
board, salient or related behaviors of complex man and 
machine networks—especially when they are intertwined. 
Ideally, a comprehensive open network management system 
manages the health of the network routers (and it compo 
nents, FIG. 12) and also the health of its clients: humans and 
devices. This closer relationship ensures dynamic alignment 
in fast changing pace of global Supply/demand chain of data 
flow. 
One embodiment of an open extensible Stream Reader 

Framework, FIG. 52, is implemented in Java. A subset, Java 
Script API 5230, provides dynamic and customizable HTML 
based views. Custom Stream viewers define the GUI for 
different devices and form factors. More complex business 
logic applications use the Enterprise class Java API and 
Repository 5240. Third party adapters and applications, 
5250, extend the network to consumers/providers of informa 
tion and their viewers. 

FIGS. 53 and 54 depicts the published interfaces for the 
Network Manager Streams API and the Heart Beat Entity 
relationships, respectively. Together, they enable speedy 
viewport development, FIG. 55, for extensible human and 
agent collaborations e.g. FIGS. 1, 14, 15, 20, 24, 27, 28, 39, 
42, 44, 45. 
Organic Chirp Protocols 
Upper and Lower Control Loops 
As networking continue to evolve, the burden on the IP 

packet routing infrastructure increases. Moore's law has 
helped with processing speed, but Moore's law is linear, 
while Metcalfe's law is exponential. As networks grow, 
O(n2) growth will overtake O(n) systems. It has not happened 
yet while we hear talk of how the Internet is broken, busi 
ness continues as usual. The growth of IoT is burgeoning and 
is occurring at the edge of the network. With IoT, a tipping 
point can occur, as the burgeoning M2M communication with 
cloud based services consume IP bandwidth at exponentially 
faster rates—both within local M2M social networks and the 
larger M2M social networks caused by multiple layers of 
publishers and subscribers. 
Some new IP based packet handlers will need to be 

invented to stem the deluge of largely repetitive and non 
critical data. Since sensors do not typically have large 
memory, sending it up will be the common option. Periodic IP 
connectivity will be mandated. 
The IoT version of the publish/subscribe world of pollen 

and flowers is significantly different from our traditional IP 
based networking with its roots in point to point communi 
cations: 

Its usually unidirectional—many chirping devices, may 
not have listening capabilities, so the communication is 
one way only. Receiver address is then meaningless. 

The IP packet header overhead is unacceptable for small 
chirp packets and the IP protocol was designed to be 
general purpose and static you cannot use the bit 
stream to define your own genetic strands and its 
Vocabularies. This is too restrictive for a burgeoning 
class of devices that simply chirp a few bits a day but 
want to be sure their chirps get to the right flower. 

Since the same data source may be of interest to multiple 
Subscribers, point to point communications make little 
sense—its simply kicking the can up to a central server 
that then still distributes data as part cloud services for 
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Subscribing Integrators. Contemporary thin client para 
digms are based a more direct link between devices and 
integrators, via incumbent IP based traffic flow. Device 
(raw) data is forwarded up to big data cloud servers, 
where the economies of scale favor centralized process 
ing. This is a top heavy architecture where point to point 
transport is convert into more usable publish-subscribe 
format only at the top. 

A more balanced architecture, especially if device (raw) 
data is repetitive, is to provide some pruning/aggrega 
tion and exception handling closer to the publisher 
Sources, rather than pay for it to travel upstream and then 
be discarded. If the devices in the thin client model can 
Support it, it will be tempting to move Some of that 
processing downstream, resulting in fatter clients. Put 
ting more processing into every device does not favor 
economies of Scale. 

A more economic and efficient model would be to provide 
a central “hub’ for device raw data to massaged into 
more useful forms for cloud servers. Big data subscrib 
ers are interested in massaged “small data” that fits into 
the format needed to feed the big data analytics. Inter 
mediate agents fill this gap between raw data and big 
data. In short, some form of agent based local processing 
makes sense, regardless of whether devices are IP or 
chirp based. The control loop, is then split between the 
devices and agents and then the agents to their big data 
Subscribers. In the thin client model, there was effec 
tively one control loop between devices and servers. 
With the agent hub in place, devices may converse with 
the hub, in native dialects. The agents convert their bird 
speak in to a form more palatable to the Vocabulary and 
formats of big data servers. The device publish stream is 
being converted into a small data stream, which big data 
servers are Subscribing to, in addition to receiving raw 
data, if needed, on a case by case basis. The overall 
architecture is more scalable and more efficient. 

In this distributed and balanced setting, a local agent of the 
big data server can manage what exceptions interest 
them. The task of pruning and aggregating is delegated 
to a lower level of control. Round tripping is obviated. 
Using the Mars Rover as an analogy, Houston is kept 
abreast of “interesting developments but local control 
of sensors/actuators in handled autonomously by resi 
dent Software agents. This obviates needless round trip 
ping between the rover and Houston, providing a more 
equitable distribution of task and resources. This is more 
efficient since it also reduces both traffic and serverload. 
The output is from agents is more palatable “small data 

Regardless of whether device communication is IP or chirp 
based, a layered control loop, (with agents as intermediaries 
acting as the translation mechanisms between the upper and 
lower control loops) is inherent more efficient than round 
tripping. Some devices, like Smart phones, are inherently 
chirp capable (e.g. IR and Wi-Fi) and can participate in both 
control loops, acting a bridge between the two banks of the 
river, each with their own control loops. 

Beyond round trip latency considerations, there is a more 
fundamental reason for this tiered control and communica 
tions model. The language and Vocabulary of sensors is fun 
damentally diverse from that at the big data server level. 
Sensors publish their limited view of the world, while “Big' 
data provides insights into a more comprehensive worldview, 
incorporating multiple sensor streams, past history, future 
trends etc. Since function dictates language and Vocabulary, 
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Some form of translation is required—one cannot expect pur 
pose built machinery to communicate directly without trans 
lation. 

In the contemporary, thin client model, FIG. 56, Left, that 
translation takes place in the cloud, where data is sent in a 
format palatable to big data consumers. Needless to say, that 
puts the onus on the machines and their M2M communication 
protocols to be intelligible. What was a terse purpose built 
dialect now has to be interpreted in a device abstracted lan 
guage. Agents and their location within the lower control loop 
reduce this burden, FIG. 56 Right. 
An intermediate agent based architecture is also closer to 

publish-subscribe frameworks that big data systems are 
familiar with. Cloud servers, through web services, subscribe 
to multiple sources of data. Big data systems may be viewed 
as marketplaces where publishers/subscribers or data provid 
ers and consumers meet and exchange. The “exchange' is one 
service that enterprise middleware software provide at Layers 
7 and above on the network stack. For example, Tibco (ww 
w.tibco.com) provides a platform where real time feeds are 
both published and consumed. Multiple and diverse applica 
tions employ generic and extensible real time publish/Sub 
scribe “exchange' infrastructure to conduct business. 

Another type of “exchange' is burgeoning at the lowest 
edge of the network, see FIGS. 57 through 58. M2M commu 
nications is rapidly evolving into its own form of localized 
publish/subscribe exchange, with its own function driven 
Vocabulary. This community of sensors and actuators will 
need for their own, potentially private/isolated exchange. 
Many to one relationships, like any publish/subscribe frame 
work needs to be supported. The Smaller communities coa 
lesce into a community tree of communities, but with flat 
tened information flow, akin to bus routes along the network 
of mesh nodes and their agents. 

FIG. 59 is an example of a small community of sensors, 
providing, vital sign inferences and warnings gleaned from 
pattern/trends of multiple sensor streams. A field of such local 
integrators, generating Small data, feed into progressively 
larger streams, see FIG. 60. Here, a composite view of the 
current ground moisture level is integrated with weather fore 
casts of likely rain to direct whether some areas of the field 
need additional water. 

Simplifying the transport mechanisms of sensors and 
actuators has profound and compounded network effects. If 
sensors are no longer burdened by an incumbent IP protocol, 
not designed to be inherently publish-subscribe or exchange 
based, then they than free chirp is terse, purpose built organi 
cally grown, collaborative communities. The Dewey Decimal 
system, for example, enables terse content classification 
shared across all library “exchanges'. Its analogous imple 
mentation could function as pollen category classifiers. Now, 
raw sensor data immediately becomes sort, search and pub 
lish worthy. Further, the decision to combine multiple sensors 
into a composite firmware package can be validate by Sub 
scriber trends indicating their interest in a local integrator/ 
small data generator. The circuitry for the Chirp transmitter 
on the propagator/integrator is then shared, see FIG. 61 and 
the combined device provides additional functionality, FIG. 
62 shows an integrated multi-sensor package. 

FIG. 63 shows a network of chirp propagator nodes. Each 
of the elements in the four leaf clover configuration are trans 
ceivers. The transceivers, in one embodiment, are identical, 
so that uplink, downlink and Scanning functionalities may be 
logically assigned. The network topology is flexible, when 
required, see FIG. 1. One layer of this 4 element propagator 
services chirp IR traffic. Layers are stackable, since they are 
operating on different, non interfering wire-less medium (e.g. 
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IR and Wi-Fi). When Chirp and IP traffic are operating in the 
same unlicensed band, then the propagator proactively 
reserves time slices for chirp devices, using well understood 
reservation techniques (e.g. RTS/CTS). 
Control Loop Polling Intervals 
The social network or community of M2M participants, 

will, over time form their own real time market place, with 
links to the enterprise level marketplaces in the cloud. Some 
form of linking the two market places is needed, without 
forcing either to coalesce into a single control loop, thin client 
model. As an analogy, the Mars Rover is a single entity 
functioning semi-autonomously with at least two control 
loops. The lower control loop, operating every few millisec 
onds, closes a tight, purpose built, isochronous loop between 
sensors and motors, keeping the Rover on track with its 
planned destination. The higher control loop, operating in 
minutes (between Earth and Mars), cannot be used for tight 
motor control. It is, instead, used to provide planned destina 
tion coordinates, for example, which is then translated to 
lower level commands and activities by the intermediate 
translation layer between the two control loops. 

Compare, in FIG. 58, the overhead of centralized process 
biased approach on control loops and associated latencies. In 
the thin client model, latencies are compounded by those the 
non deterministic latency of IP CSMA/CA and CSMA/CD 
protocols, over multiple hops from source to destination. In 
the dual control model, there is a membrane separating the 
upper and lower control loops of IP traffic and Chirp traffic 
(includes IP devices operating as chirp devices, when 
needed). Data flow between the membrane is publish/sub 
scribe based. The Propagator hub manages bus schedules in 
both directions so both control loops are satisfied. Ideally, 
neither should be waiting on each other. For this to work, the 
two control loops can run on different frequencies but both 
need to be aware of the timing diagram needs of the other. 
One implementation requires hubs to publish their incom 

ing traffic schedules upstream. Upstream ascendants on the 
mesh network or routing path, can then back calculate when 
a chirp bus of aggregated packets needs to arrive so their 
“stock’ feeding into their business processes, is maintain in a 
regular, non-disruptive rate. It can communicate that 
“demand” to the “supplier node. The aggregated demand at 
the Supplier drives it to be in dynamic alignment with its 
subscriber. This may involve more frequent smaller shuttles. 
Conversely, it may dictate convoys but will lower frequency. 
The two control loops are collaboratively changing their poll 
ing intervals if needed. 

Layered control systems often have set polling intervals, 
generally a multiple of the lowest loop e.g. the sensor/actuator 
level. In thin client situations, with no pruning/aggregation 
and exception handling, the need to close loops quickly is 
understandable. Hence the historical need for tighter polling 
at upper control layers. With agent based delegation to the 
lower control layers, Mars Rover successfully converted Task 
level commands, sentasynchronously, with minute delays, to 
drive low level isochronous control sensor-actuator loops, 
operating in milliseconds. Upper control loops no longer have 
to be “tight” 
When inevitable packet transport failures to accommodate 

do occur, the degradation in performance of the overall sys 
tem is still graceful, because the Small data generation uses 
pattern matching and inferences, sometimes operating in a 
composite device, FIG. 62. Hence early warning systems are 
activated Sooner, at the local level. Local evasive action 
within local M2M sensor/actuator communities, obviates 
adverse network effects. Disruptions are both graceful and 
contained. 
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A Classification Based Protocol for the Edge Network 

With intermediary agents and membrane in place, indi 
vidual sensors and actuators may simply evolve their lan 
guage and Vocabulary for what they were designed for them to 
do. This intermediate agent service then bridges the gap 
between raw data and big data. Now, devices, using their own, 
proprietary pollen formats can chirp in their own dialects—no 
standard common language is needed. Devices can remain 
simple, agents can be arbitrarily complex. 

Further, nothing stops devices operating in both networks 
and forming their own bridges. IP agents can decipher the IP 
encapsulation where the payload is a aggregation of chirps 
and perpetuate the publishing beyond chirp membranes. 
Beyond efficiency (large packet formats etc) there is a more 

fundamental reason to Support a different transport protocol, 
rather than couch a new description language inside the pay 
load section of an IP packet. But it is still a destination based 
routing protocol. It is not inherently publish/subscribe 

Packet type ID in the packet header provide the informa 
tion needed to drive the routing according to associated 
packet handlers. Adding new packet handlers Vocabulary and 
protocols for IP based M2M communities poses a challenge. 
Routers have to know how to route these new types of packets. 
The new "agents’ need to be accessible across the entire 
router network core and edge routers, including legacy rout 
CS. 

Further, while there are known classifications for sensor 
types, but its an evolving field providing specialized packet 
handlers within the routers, to handle their routing needs is 
not practical. Standards committee processes are long, 
tedious and largely controlled by the larger networking com 
panies, with a vested interest in maintaining the status quo 
with IP for everything. New devices, such as composite sen 
sor arrays FIG. 62 and private, semi autonomous communi 
ties, FIG. 63 are just beginning They will require their own 
private, terse, tight control loop. Some organic evolution is 
called for. 
The primary reason for chirp based devices is their inherent 

simplicity and that protocol may organically evolve to Sup 
port device categories not yet dreamed of let alone how they 
interact with us and the world. Burdening these publisher/ 
subscribers with the detritus and restrictions of a solely IP 
based transport is simply too small a canvas for the developers 
of these brave new products to create in. 

IP formats were designed for coarse classifications of 
packet type routing handlers: e.g. Voice, Video, Web brows 
ing, File transfer. Application specific granularity 
(Devices->Sensors->Moisture->Device-Type-A) cannot be 
easily expressed in a format intended to address sender ori 
ented communications based on IP addresses and MAC-IDS. 
The type of data may be expressed in the payload section, but 
peering in payloads, slows down traffic. There are inherent 
limitations to sender oriented traffic flow. 

Nature uses a Receiver oriented network. Pollen publishers 
have no receiver address perse, nor do they know where their 
ultimate destination will be. A pollen category based identi 
fication scheme is receiver oriented—the pollen simply trav 
els in all applicable directions, it is not destination based. It is 
the onus of the subscriber to accept (flower) or reject (sneez 
ing) the pollen. Category Classification publishing connect 
pollen to flowers in an inherently more direct manner. 
Routing Based on Category Classifications. 
What would such an extensible protocol look like? In 

Nature’s DNA sequencing, there are strands of genetic code 
that are recognizable. Sometimes there is a marker that helps 
align samples so we can see the strands repeat across speci 
mens. Genetic fingerprinting is extensible. 
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In Nature's world of publish/subscribe, pollen is being 
published for subscriber flowers. Pollination is essentially a 
selective pattern match. The same logic will now we applied 
to the IoT Publish/Subscribe world. Here chirp pollen, even 
tually arrive at a bus station. Chirp pollen have no idea where 
to go this is a female/receiver oriented world. What does the 
chirp bus station hub need, in order to perform its function? It 
needs to know: 
Where the flower in search of this pollen/passenger is and 
When the flower requires the pollen/passenger to arrive 

there. 
It can then drive the bus schedules to ensure an equitable 

compromise between bus size, its frequency and cost of IP 
during different times. Smaller bus loads will leave more 
frequently, for passengers in a rush, others will be compen 
sated by a lower bus price for travelling on the larger but less 
frequent convoys. 

Thus Supply and demand of the chirp packets and its arrival 
is driven by dynamic subscriber demands. Scheduling of 
packets is covered under Collaborative Scheduling, in a ref 
erenced application. It relates the moving packets closer to 
delivery schedules ahead of others less in a rush. This is a 
dynamic form of prioritizing, based on pollen life and Sub 
scriber demand. 

For now, we return to challenge of putting pollen/School 
children on the correct buses. At the bus station hub, pollen/ 
passenger will collect and should be directed the bus best 
suited for them. This must be determined largely by public 
information, provided by the chirp/pollen, as its genus type, 
depicted by a DNA like strand of data in its public category bit 
Stream. 

Like DNA markers, only the flower knows where to look 
for the markers and what they are, to determine if there is 
match. Further, there can be Small changes in the data—it 
does not have to be error free. As long as the markers are not 
corrupted, the faulty data will still find its way to bus station. 
There, it may be examined further, to determine if it should be 
put on the bus or discarded. 

If Markers are corrupted, they may still be relevant, if a 
gradation scheme is used. Thus, consider a 4 bit marker 
1.0.1.1. Assume that it is mistaken read as 1.1.1.1. (e.g. 15 
instead of 11) Pattern 15 requires Byte 1 in the category field 
to be A, B, C or D. Thus matching sequences in the DNA 
strand will eventually result in this pollen pruned and sent to 
a dead lettersection. Since chirps are repetitive, this loss is not 
critical. Note however that false positives are being progres 
sively pruned before chirps board IP buses. 

Using markers in a relative manner, as opposed to fixed 
settings in an IP packet is a light form of security, like pol 
len—only the intended flower knows how to decipher the 
payload. Note that “markers' between “packet header fields 
is fuzzy, unlike IP packet headers. This makes security 
“light”. 

Propagators simply need to know what direction to send 
the data—up or down the network tree. This is not complex in 
a tree structure with O(n) routing. Recall, this is not a peer to 
peer network, requiring O(n2) computation of routing paths, 
as Suggested by traditional sensor networks, e.g. Zigbee. 
Thus, the direction (up/down) suffices in tree structures. And 
the direction should point to where subscribers are. 

In addition to aggregation, propagators, in conjunction 
with their subscriber preferences may also be needed to per 
form pruning. Traffic flowing upwards from remote moisture 
sensors in the Wine country in France, to an Amazon hosted 
cloud service in the United States, could well be small, but, 
given the number of Such sensors, the IP traffic is significant. 
IP traffic is not free: some means to control what is sent over 
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IP is needed, specifically, prune repetitive data, close to its 
Source (as opposed to the cloud server/Integrator). 

Local pruning and aggregation favor placing agents closer 
to the sensor raw published stream. Here the subscribers/their 
agents have more control over what they want sent to them. A 
subscription model would defray the cost of transport and 
pruning. 
Skeletal Architecture of Chirp Packets 

Locating the Subscribers efficiently and developing the 
correct bus schedules and routes, is of common interest to 
both pollen and flowers. As in spring, there is a finite time of 
life for the pollen to have value to flowers. 

Propagators, need some pollen genus category description 
to enable the match making What does this descriptor look 
like? As an analogy we return to bird chirps. We have catego 
rized bird chirp sounds, based on studying individual bird 
categories. We can identify the bird type from its chirp/tune/ 
melody. Hence those subscribers interested in melodies from 
doves, can now receive those recordings, based on bird cat 
egory. The categories will have to support different levels of 
granularity—some bird enthusiasts are only interested in 
doves near their homes. Hence the category field, should be 
sufficiently flexible in design, to support further drill down. 

In both melody/tunes and DNA structures, there exist 
“Marker strands of information that provide a common pat 
tern across members of the category. These markers occurat 
specific locations and are of specific patterns. Thus, some 
categories may be described as those that have a 8 bit marker, 
always in the 4th byte of the bit stream. Thus the classification 
could be 4.8.XX.XX, where XX are more levels of granular 
ity that may be gleaned from knowing a specific pattern type 
and what it entails, in terms of how to further classify the 
public (no security but not necessarily universally decipher 
able) category field. 

Consider the 8bit pattern is 1.1.1.1.1.1.1.1 or 255.255 may 
indicate a pattern where the 4 bytes are 4 one byte classifica 
tion Sub categories. Thus a 4 byte genetic strand may now be 
interpreted as A.B.C.D, where the letters occupy one byte 
each. The complete category is thus 4.8.255.A.B.C.D. In one 
embodiment 4.8.255 is publically accessible pattern informa 
tion and at the start of the bit stream, the location and size of 
the marker (255) is specified, as opposed to at the end of the 
public category shown in FIG. 56. This enables a quick bit 
mask to look for all publishers in categories 4.8.255 etc. 
Those capable of providing further granularity in the chirp 
signature will need to access pattern that provides the map or 
implicit field markers for A.B.C.D within the category strand. 
Thus, in one embodiment, all of the following provide deeper 
classifications of the pollen/chirp/uniform: 
4. 
4.8. 
48.255 
48.255A 
48.255.A.B. . . 

Thus Propagators, depending on their access to internal 
field data, can always provide at least 3 levels of addressing 
(e.g. 4.8.255) and potentially the complete DNA strand/sig 
nature. That may be sufficient for coarse aggregation: pollen 
of the same feather may be flocked together. At least three 
levels of granularity in bus schedules are Supported. Larger, 
infrequent convoys cover 4.8.XX categories, while Smaller 
shuttles for more frequently requested data can specify pre 
cisely what is of interest e.g. 4.8.255.A.B.C.XX Pollen cat 
egories thus drive the bus loads, their contents and their fre 
quency, at differing levels of granularity. 
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Note that A.B.C.D is distinct from B.A.C.D. In general 
there are 4321 or 24 non null combinations for a 4 letter 
vocabulary A, B, C, D. 

In another embodiment the set of 2558 bit pattern markers 
denote eight 4 bit markers. Now the pattern arrangements are 
8*7*6... =40,320 arrangements of 8 letter vocabulary: Since 
4 bits support up to 15 non null numbers, 8 distinct letters are 
easily supported within 4 bits. Like DNA, the vocabulary may 
be terse and Small, but the patterns depicting the category are 
not. Small data can be rich in content. 
Incognito Pollen: 
Some pollen may need to travel incognito. That is, they 

expect propagators to rebroadcast them, potentially in all 
directions, till an agent discovers them. 
A “4.0 category pollen implies a marker at byte 4 but its 

length is not specified. Agents with bit mask filtering can 
locate Such semi-incognito pollen, they know what the 
marker is. Note the marker can be arbitrarily long or short. 
Short markers increase the occurrence of false positives with 
other marker types (e.g. 4 bit markers 1.0.1.1 sharing same 4 
bits as 8bit marker 1.0.1.1.0.0.1.1). Agents that have this level 
of information can also glean other data from the packet 
melody/strands, to filter them out. 
A "0.0” category pollen does not specify either the location 

or size of the marker. This is completely incognito and the 
propagator may continue to rebroadcast the pollen both up 
and down the tree till it reaches either roots or leaves of the 
tree. Chirp devices have no access to the IP network except 
through the bridging propagators. An agent at the chirp inter 
faces is either present or the pollen dies. It cannot cross the 
Chirp Membrane. Hence IP traffic congestion is obviated. 

In some situations, a 0.0 pollen may wish to specify a 
direction and nothing else—e.g. up or down the tree. Thus, in 
one embodiment 0.0.1 pollen are upwards, while 0.0.2 pollen 
are downwards. Since each category has its own vocabulary 
and language, 0.0 chirp families may choose to use the next 
two bits to define direction (0.0.0.1, 0.0.1.0), as opposed to 
marker size. Languages defining how the Strands of DNA 
comprised by bit streams are both versatile and secure—since 
it is generally receiver oriented. 

IP based sensors and their traffic may also use category 
patterns as part of their data classification schemes. In that 
case IP based packet headers will specify the sensor MAC ID 
or serial number within the payload, in addition to the cat 
egory classification for IP based agents in the cloud servers or 
local to the IP interface of the propagator. By the same token 
chirp devices, may, in their private payload or public category 
type, contain an IP address where they wish their pollen to be 
sent. The chirp interface of the propagator receives this chirp, 
local agents/apps decipher it, prune it, repackage as needed 
for IP highways. 
Individual Information within Chirp Signature 
Beyond category information, bird chirps carry individual/ 

private information, see FIG. 56. 
Nature's random number generator changes the individual 

birds chirp tonal qualities, governing each bird. This serves as 
a form of identification. Thus, mother birds know each of 
their children's distinctive chirps, though all are using the 
same chirp family packet format and its associated shared 
Vocabulary. 
The IoT counterpart of this individual identification may 

include: 
1. Chirps at distinctively different patterns (e.g. tunes) 
2. Public category classification, include some ID 

e.g. last 4 digits of the manufacturer SKU number of the 
device. 
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3. Lineage based—e.g. child of kitchen router. 
4. Location based: e.g. located in kitchen, close to toaster. 

(from signal strength analysis) 
Note the combination of chirp tune, its last 4 SKU. location 

and lineage collectively define a distinctbird/sensor. While 
none are unique, their combination is sufficiently distinctive. 
Uniqueness is not required. 
The combinations have inherent randomness since their 

constituent elements (e.g. transmission pattern of chirps) are 
random. They are not unique, like IP or MACID addresses, so 
there is no burden of maintaining a global database. Pretty 
good distinction in the bird chirp is sufficient for the mother. 
By the same token, pretty good distinction is sufficient for the 
bus drivers e.g. propagators. 

Note that individual data, typically in the private section, 
may also be present in the public section. Thus, Some com 
mon types of sensors, e.g. Moisture, may not need to a private 
section: the data may not need to be secured. 
Transmission Agility Information 

In the event chirps share the same Wi-Fi medium, one part 
of the public category section needs to contain chirp trans 
mission characteristics. In other words the “uniform’ should 
Support network agility. Smarter, more agile devices can 
become aware that simpler chirp devices will be active at 
intervals specified. Thus, data related to when and how often 
the birds chirp and what pattern they use (as in melody/tunes 
or rhythm) is needed by both propagators and agile devices to 
ensure they the network can anticipate and hear chirps dis 
tinctly and without co-located interference on the same 
“channel from other devices. Note that in nature, bird chirps 
are syncopated birds are cognizant of each other. This data 
also gives propagators the option to shift Smarter, more agile 
chirp devices to other times. Or the propagator, after review of 
local client device transmission patterns, can request a change 
to the dipswitch settings of a device. The devices that support 
such flexibility, is again, part of the Pattern Marker et al. Thus, 
after Some tuning, there may be sufficient distinction in the 
melodies so mother propagators can easily recognize indi 
vidual offspring. 
Extensible, Non Unique, Pattern Driven Chirp Signatures 
A skeletal view of the Pollen “Uniform emerges. It con 

tains patterns, defining other patterns, each of which provide 
a more refined level of detail. Access of that detail can be 
controlled to answer: 
1. What type of pollen is being transported (pollen category) 
2. How often is this data published 
3.What is its publishing frequency pattern (may be dynamic, 
may need observation over time, implying learning and dis 
covery) 
4. Distinguishing features of individual chirp devices e.g. 
serial number, location, lineage) 
5. Information on transmission pattern so agile devices can 
share the same medium without interference. 
Note that all of the above is easily discernable by rudimen 

tary bit masks—that is, if you know what pattern you are 
looking for. Thus, in one embodiment a propagator agent is 
instructed to look at bit location 13 in all 4.8.11 packets. If it 
is set to 1, that is a universal flag for “unit malfunction, type 
1. The agent is required to convert that information into an IP 
packet and forward to the manufacturer specified in a byte 1 
(e.g. A in 4.8.11.A.B.C.D). 
The public section defines the chirp/pollen category, 

needed for bus scheduling and packaging of packets. This is 
sort of like the bird category. Without this category informa 
tion, the propagator does not know which direction to send the 
packets, as in which bus route to employ going up, down trees 


















